
Pune, February 2018 T. Garel

Galaxy formation in a 
ΛCDM Universe

The semi-analytic approach
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Wide diversity of properties (sizes, morphologies, structure, colours, etc) 
in the galaxy population

z=0 z~0.5 z~2
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Galaxy formation is a complex process involving 
many physical mechanisms at once
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The semi-analytic technique is a way to (try to) model in a single framework 
all the physics that are relevant for galaxy formation within ΛCDM

=> Hybrid approach : Baryonic physics that govern galaxy formation are 
modelled "semi-analytically" as a post-processing step of DM cosmological 
simulations
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The skeleton                        The flesh

INTRODUCTION

slide by D. Croton
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How do you go from this to that ?

INTRODUCTION
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Baryonic physics modelled from : 

✦ First principles
✦ Physically-motivated prescriptions (e.g. from hydro simulations)
✦ Empirical laws from observations

Large samples of 
virtual galaxies in 

cosmological volumes

Test/adjust the models by 
comparing with fundamental 
constraints from observations

Moustakas+13 Teodoro+16

INTRODUCTION
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Galaxy formation as a two-step process
(White & Rees 1978)
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Gas cooling regulates the galaxy mass 
that can form in a given DM halo 
(Silk77, Binney77, Rees & Ostriker77)

• Disc formation due to angular momentum 
conservation (Fall & Efstathiou 1980, Mo et al. 1998)

  
• Disc instabilities and mergers 
=>  bars / stellar bulges
    (Efstathiou 1982, Barnes 1988)

Star formation needs to be regulated

(Silk&Dekel86, White & Frenk91, Efstathiou92, Thoul & 
Weinberg95, Binney & Tabor 95)

Pioneering ideas

              First SAMs in the early 90s (White & Frenk 1991; Lacey & Silk 1991 ; 

Kauffmann, White & Guiderdoni 1993; Cole et al. 1994, Somerville & Primack 1999 etc) 

INTRODUCTION
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✦ Cosmological simulations of dark matter

✦ Physics of galaxy formation in semi-analytic models

✦ High-redshift galaxies in GALICS

✦ How to generate mock observables from SAMs
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✦ Cosmological simulations of dark matter

✦ Physics of galaxy formation in semi-analytic models

✦ High-redshift galaxies in GALICS

✦ How to generate mock observables from SAMs
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DARK MATTER SKELETON
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To model galaxy formation in a ΛCDΜ Universe using the SA technique, we first need to 
describe the hierarchical growth of DM haloes: 

(i)  the abundance (i.e. the halo mass function) of DM halos at a given time, 

(ii)  their formation histories (i.e. the merger trees),
(iii)  the physical properties of each individual halo. 

✦ Press-Schechter formalism (and its variants) 

Halo abundances estimated analytically.
Merger trees generated with a Monte-Carlo approach by 
sampling the distribution of progenitors using PS theory.

✦  Cosmological N-body simulations of DM

=> information on the spatial distribution and dynamics
 of haloes
=> more accurate than PS formalisms
(e.g. Governato et al. 1999; Jenkins et al. 2001)

Klypin+11
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Cosmological N-body simulations
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✦ DM "particles" used to sample 
the 3D density field in a 
representative volume (a box) 
of Universe 

✦ Initial conditions set by 
cosmology

✦ Follow the dynamical evolution 
of collisionless DM particles 
(gravitational interactions only)

CHAPITRE 2. MODÈLE DE FORMATION HIÉRARCHIQUE DES GALAXIES

Le chapitre est composé de trois parties : (i) une description du traitement de la matière
noire, (ii) une description de l’implémentation de la physique des galaxies et, (iii) une section
présentant les analyses effectuées et les résultats obtenus.

2.1 Traitement de la matière noire

2.1.1 Simulations cosmologiques à N corps

Des simulations cosmologiques à N-corps sont utilisées pour suivre l’évolution temporelle du
champ de densité, décrit par des particules de matière noire. Ces simulations ont été réalisées
avec le code en arbre massivement parallèle GADGET2 1 (Springel, 2005). Ce code permet de
suivre l’évolution spatiale et temporelle de la densité d’un fluide non collisionnel, représenté par
des particules de matière noire. Le champ de densité initial supposé correspond à la réalisation
d’un champ aléatoire Gaussien, défini par le spectre de puissance P (k). Les conditions initiales
de la simulation sont données par les paramètres cosmologiques : la constante de Hubble réduite
h = H0(km.s−1.Mpc−1)/100 , le paramètre de densité d’énergie noire ΩΛ, le paramètre de densité
de matière totale Ωm, le paramètre de densité de matière baryonique Ωb et la normalisation du
spectre de puissance σ8.

En plus de la cosmologie, une simulation est définie par la taille de la bôıte (cubique) de
longueur comobile Lb et le nombre de particules Np. Ces deux quantités définissent la masse Mp

allouée à une particule :

Mp =
ρ0Vb

Np
, (2.1)

où Vb est le volume de la bôıte défini par Vb = L
3
b. ρ0 est la densité de matière moyenne de

l’Univers qui a pour valeur :

ρ0 = 2.7755× 1011Ωmh2M⊙.Mpc−3
. (2.2)

Le champ de densité est extrait de la simulation à chaque temps de sortie (snapshot), que nous
appelerons temps principal Υi. Le délai entre deux temps principaux, i.e. le pas de temps principal
∆Υi, est donné par ∆a = 0.01, où a est le facteur d’expansion de l’Univers a = 1/(1 + z).

Quatre simulations de matière noire ont été utilisées au cours de cette thèse. Nous les ap-
pelerons S1, S2, S3 et S4. Les paramètres de ces simulations, réalisées dans le cadre du projet
Horizon, sont donnés dans la Table 2.1.

Le traitement de ces simulations se fait en deux étapes, qui sont présentées dans les sections
suivantes : (i) l’identification des halos de matière noire à chaque temps principal, et (ii) la
construction des arbres de fusion qui permettent de suivre l’évolution hiérarchique des halos au
cours du temps.

2.1.2 Identification des halos

La distance moyenne entre deux particules dans la bôıte est d = (Vb/Np)1/3. Avec l’algo-
rithme FOF (pour Friend Of Friend) que nous utilisons ici, deux particules appartiennent au
même halo si elles sont séparées par une distance inférieure à b× d où b(= 0.2) est la longueur
typique de liaison (linking length). La valeur b = 0.2 assure que les particules satisfaisant ce
critère appartiennent à un même groupe de densité moyenne :

ρh ∼ 178× ρc (2.3)

1. http://www.mpa-garching.mpg.de/gadget/
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✦ DM "particles" used to sample 
the 3D density field in a 
representative volume (a box) 
of Universe 

✦ Initial conditions set by 
cosmology

✦ Follow the dynamical evolution 
of collisionless DM particles 
(gravitational interactions only)
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appelerons temps principal Υi. Le délai entre deux temps principaux, i.e. le pas de temps principal
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Figure 1: The dark matter density field on various scales. Each individual image shows the projected
dark matter density field in a slab of thickness 15h−1Mpc (sliced from the periodic simulation volume
at an angle chosen to avoid replicating structures in the lower two images), colour-coded by density
and local dark matter velocity dispersion. The zoom sequence displays consecutive enlargements by
factors of four, centred on one of the many galaxy cluster halos present in the simulation.

5

Millennium 
simulation 

(Springel+05)

Cosmological simulations need 
to span a wide dynamic range. 

Small particle mass

=> resolve low-mass haloes 
(min(Mhalo) = 20-100 x Mp) & 
internal structure

Large volume

=> include density fluctuations 
on large scales 
=> enough statistics to get 
representative sample of haloes 
and rare (i.e. massive) objects in 
particular
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HALO IDENTIFICATION

15

Several methods to identify DM halos:

✦ Friends-Of-Friends (FOF; Davies et al. 1985) algorithms link together all particles 
separated by less than a characteristic distance (the linking length)

✦ Another way is to use an overdensity threshold to identify density peaks, the i.e. 
haloes (e.g. Bertschinger & Gelb 1991)

Keep particles that are gravitationally bound 
=> virial mass Mvir

Rvir is the radius of the spherical 
overdensity of mass Mvir

"Spin" parameter

Physical properties

Mvir, λ, Rvir, c, Vmax…
CHAPITRE 2. MODÈLE DE FORMATION HIÉRARCHIQUE DES GALAXIES

halo E et son moment angulaire J définissent son paramètre de spin sans dimension λ (Peebles,
1980) :

λ =
|E|1/2

J

GM
5/2
vir

(2.4)

La procédure décrite ici est répétée pour tous les temps principaux Υi de la simulation.

2.1.3 Construction des arbres de fusion

Pour suivre l’évolution hiérarchique des halos, nous reconstruisons leurs arbres de fusion, qui
contiennent toute l’information nécessaire pour décrire leur évolution. Entre les temps principaux
Υi et Υi+1, un halo peut (i) accréter de nouvelles particules n’appartenant à aucun halo, (ii)
perdre des particules, et potentiellement ne plus être identifié comme un halo, ou (iii) fusionner
avec un (ou plusieurs) autre(s) halo(s).

Toutes les particules de matière noire ayant une identité propre, il est donc assez simple de
savoir où elles sont localisées dans la simulation. L’identification des particules à chaque temps
principal Υi permet de reconstruire l’histoire de fusion des halos.

Un halo H à Υi+1 contenant au moins une particule qui appartenait à H
� à Υi, est un des-

cendant de H
� . Réciproquement, H

� est un progéniteur de H. Chaque halo peut avoir plusieurs
descendants et/ou progéniteurs. Si H est le halo, à Υi+1, qui a récupéré le plus grand nombre
de particules que contenait H

� , alors H est le descendant principal de H
� . Par ailleurs, si H est

constitué de particules provenant majoritairement de H
� , alors H

� est le progéniteur principal
de H. Cette méthode permet d’identifier les liens de parenté entre les halos au cours du temps.
Dans la pratique, la construction des arbres de fusion de halos est réalisée suivant la procédure 2

présentée dans Tweed et al. (2009).
Pour expliquer la dernière étape de construction des arbres, rappelons que l’identification

des halos et la reconstruction de leur histoire de fusion, sont effectuées dans le but de décrire la
formation hiérarchique des galaxies. Comme cela sera expliqué dans la section 2.2, nous ajou-
terons du gaz aux halos identifiés, et nous modéliserons son évolution à l’intérieur de ces halos.
Comme nous l’avons vu juste avant, un halo donné H peut avoir plusieurs halos descendants.
Étant donné que nous ne voulons pas subdiviser son contenu baryonique (et la ou les galaxies
qu’il contient), le choix qui est fait dans GALICS est de transférer tout le contenu baryonique
de H à son descendant principal. Par conséquent, pour décrire l’évolution des baryons, chaque
arbre de fusion de halos est dégradé, en ne gardant que le descendant principal de chaque halo.

Ayant décrit la manière dont les simulations de matière noire sont utilisées pour définir les
halos de matière noire, et leur évolution, nous pouvons désormais comparer les résultats obtenus
avec différentes simulations.

2.1.4 Comparaison de différentes simulations de matière noire

Dans cette section, nous discutons, à l’aide des différentes simulations de matière noire, l’effet
de la résolution en masse, et l’influence des différents jeux de paramètres cosmologiques utilisées
sur l’évolution des halos.

2. La méthode utilisée par Tweed et al. (2009) permet également d’identifier et de suivre les sous-structures
(sous-halos à l’intérieur d’un halo). Cependant, les versions utilisées dans cette thèse ne prennent pas en compte
ces sous-structures.

18

�⇢ =
3Mvir

4⇡R3
vir
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HALO MASS FUNCTIONS
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Millennium (Springel+01) : WMAP-1

h100 ΩΛ Ωm σ8 n
Millennium 0.73 0.75 0.25 0.90 1.0

Bolshoi 0.70 0.73 0.27 0.82 0.95

Bolshoi Pl. 0.68 0.69 0.31 0.82 0.96

Bolshoi (Klypin+11) : WMAP-5

Bolshoi-Planck (Klypin+16): Planck
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Bolshoi-Planck (Klypin+16): Planck
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HALO MERGER TREES
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z=0

z=3

z=1

Blaizot et al.

Record the halo growth 
(mergers & diffuse accretion)

Link the haloes between snapshots

• Identify progenitors in earlier snaphots 
& descendants in later snapshots

• Different methods to track progenitors 
& descendants (see Lee+14)

• Usually, a halo can have many 
progenitors but only one descendant

 All the DM information needed by     
sSAMs is encoded in the merger trees        
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Record the halo growth 
(mergers & diffuse accretion)

Link the haloes between snapshots

• Identify progenitors in earlier snaphots 
& descendants in later snapshots

• Different methods to track progenitors 
& descendants (see Lee+14)

• Usually, a halo can have many 
progenitors but only one descendant

 All the DM information needed by     
sSAMs is encoded in the merger trees        

Hirschmann+14
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✦ Cosmological simulations of dark matter

✦ Physics of galaxy formation in semi-analytic models

✦ High-redshift galaxies in GALICS

✦ How to generate mock observables from SAMs
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- Hot gas halo 
- Cold gas disc 
- Stellar disc 
- Stellar bulge 
- Intra-cluster stars etc

2. The galaxy formation model 25

where tform corresponds to the time at which the halo was formed and t to the cur-

rent time. The gas inside rcool is cool enough to be accreted onto the disk. However,

in order to be accreted onto the disk, the cooled gas should have had enough time

to fall onto the disk. Thus, the gas that has enough time to cool and be accreted onto

the disk is that within the radii in which the free-fall time and the cooling time are

smaller than (t− tform), defined as rff and rcool, respectively. The mass accreted onto

the disk simply corresponds to the hot gas mass enclosed within r = min[rcool, rff ].

2.4 Star formation, chemical enrichment and supernova

feedback

The SF activity in GALFORM is regulated by three channels: (i) accretion of gas

which cools from the hot gas halo onto the disk, (ii) SF from the cold gas and, (iii)

reheating and ejection of gas due to SNe feedback. These channels modify the mass

and metallicity of each of the baryonic components (i.e. stellar mass, M⋆, cold gas

mass, Mcold, hot halo gas mass, Mhot, and their respective masses in metals, MZ
⋆ ,

MZ
cold and MZ

hot). The system of equations relating these quantities is (Cole et al.,

2000):

Ṁ⋆ = (1−R)ψ (2.11)

Ṁcold = Ṁcool − (1−R + β)ψ (2.12)

Ṁhot = −Ṁcool + βψ (2.13)

ṀZ
⋆ = (1−R)Zcoldψ (2.14)

ṀZ
cold = ṀcoolZhot

+ (p (1− e)− (1 + β −R)Zcold)ψ (2.15)

ṀZ
hot = −ṀcoolZhot + (p e+ βZcold)ψ. (2.16)

Here ψ denotes the instantaneous SFR, Ṁcool the cooling rate, β the ratio between

the outflow mass rate due to core collapse SNe (SNe cc) and ψ (the efficiency of
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=   star formation rate (SFR)

Schematic view of semi-analytic galaxies

Rvir

fbaryon
dMDM

dtGas accretion onto the halo = 

Baryonic cycle described by a set of differential equations
(solved numerically over substeps between each snapshot)

              Baryonic content of a halo divided in several components/reservoirs:
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"Santa Cruz"  
model

Somerville&Primack99, 
Somerville+11,15

GALACTICUS
Benson+10,12,14

MITAKA-νGC
Nagashima&Yoshii+04, 

Makiya+16

SAGE
Croton+16, 
Stevens+17

L-GALAXIES
Springel+05, Croton+06 

 DeLucia & Blaizot07,  
Henriques+15

GALFORM
Cole+00, Baugh+05, 
Lagos+11, Lacey+15

GALICS
Hatton+03, Cattaneo+06,17 

Garel+15 MORGANA
Monaco+07, Fontanot+14

SAG
Cora+06,18 
Gargiulo+17
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GAS COOLING (in SAGE)

Hot gas (excited state) 
=> radiative cooling (de-excitation + photon emission) 
=> pressure support drops 
=> gas sinks to the center

tcool < tdyn : rapid cooling

tcool > tdyn : less efficient cooling

Baugh+06

Gas infalling into the halo is heated by 
shocks and settles into an isothermal 
sphere in hydrostatic equilibrium

Cooling time
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GAS COOLING (in GALICS)

Gas may directly infall onto galaxy (as 
"cold filaments") without being heated

Fraction of  "cold" gas able to infall:

Hydrodynamic simulations
at high redshift

Ocvirck+, Dekel+

F
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STAR FORMATION

SAGE

GALICS

Convert cold gas in disk into stars over tdyn,disk

- Consider only unstable gas (above critical mass)

- Inefficient process (usually αSF ~ 1-10%)

Here, the SFR is an integrated property as the prescriptions are applied to the full disk.   

Empirical SF law (Kennicutt)

ε = αSF / αSF,Kennicutt
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"disc decomposition" 
models

32

STAR FORMATION

New data can now resolve internal 
variation of SF (SFR vs. HI and H2)

Fu+12

Bigiel+

Fu+12

Stevens+16
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STAR FORMATION

ΣSFR ~ fH2 Σcold     (Mcold = MHI + MH2)

✦ Empirical law by Blitz & Rosolowski 

✦ Theoretical law by Krumholz & McKee

H2 cloud formation set by external pressure  
on disks  

H2 formation is function of gas metallicity Z : 

=> Very popular recipes : GALFORM, SAGE, L-GALAXIES, Santa Cruz etc
(predictions for HI and H2 forthcoming surveys)
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SUPERNOVA FEEDBACK

The new semianalytic code GalICS 2.0 9

Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)

c⃝ 2016 RAS, MNRAS 000, 1–31
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(Silk 2003). Expulsion from the gravitational potential well
of the DM requires vw ! vesc ∼ 2.5vvir (the numerical coef-
ficient in front of vvir depends on halo concentration), but
here we make no assumption as to whether the wind escapes
from the halo or settles into a hot circumgalactic medium.
We therefore reabsorbe the uncertainty on vw/vvir into the
free parameter ϵSN and define mass-loading factor η so that:

η ≡
Ṁout

SFR
=

2ϵSNESNΨSN

v2vir
. (31)

The only inconvenient of this definition is that ϵSN under-
estimates the real SN efficiency required to produce the
mass-loading factors assumed by our model. The differ-
ence is small (a factor of ∼ 1.5) is the gas blown out of
the galaxy if heated to the virial temperature and mixed
with the hot atmosphere (for a singular isothermal sphere,
3
2kTvir = 3

2 ·
1
2µv

2
vir; White & Frenk 1991). Much larger ener-

getic efficiencies ( >∼ 2.52ϵSN) are required if the gas expelled
from galaxies is also blown out of the halo.

The problem of this simple scaling with v−2
vir is that it

cannot reproduce the shallow slope of the low-mass end of
the galaxy SMF (unless we use merger trees from a low-
resolution N-body simulation that misses low-mass haloes,
as in Cattaneo et al. 2006, but there we focussed on massive
galaxies). A phenomenological solution is to introduce a SN
efficiency ϵSN that depends on both vvir and redshift z, and
to impose a plausible maximum ϵmax to the values that ϵSN
can take:

ϵSN = min
[(

vvir
vSN

)αv

(1 + z)αz , ϵmax

]

, (32)

where vSN, αv and αz are free parameters of the model to
be determined by fitting the galaxy SMF. The speed vSN
corresponds to the virial velocity for which ϵSN = 1 at z = 0
if no maximum efficiency is imposed.

As the laws of physics do not vary with time, one could
argue that a physical model should not contain any explicit
dependence on z. A simple answer is that this objection does
not apply to a phenomenological model (see Peirani et al.
2012 for evidence from cosmological hydrodynamic simula-
tions supporting more efficient feedback at high z). We also
remark that the values with which we fit the data (αv = −4,
αz = 3, vSN = 24 km s−1; Table 1 and Section 3) give a sim-
ple relation between mass-loading factor and halo mass:

η ≃ 3.8

(

Mvir

1011 M⊙

)−2

, (33)

since vvir ∝ M1/3
vir (1 + z)1/2. Mvir is a physical quantity,

though it is not clear why the outflow rate should scale with
Mvir rather than vvir. The mass resolution of the N-body
simulation used to construct the merger trees is Mvir ∼ 3×
1010 M⊙. In this article, we formulate our model in terms of
vvir and z rather than Mvir to ease comparison with previous
work, for the sake of greater generality and because, with
approach, it is easier to check that our feedback model is
energetically plausible.

Eq. (33) corresponds to a very strong dependence
of the mass-loading factor on the virial velocity (η ∝
v−6
vir ). For comparison, the exponents used by other SAMs
are −5.5 (Cole et al. 1994), −3.5 (Guo et al. 2011), −2.5
(Somerville et al. 2012), −0.92 (Henriques et al. 2013) and
−3.2 with an allowable range between 0 and −5.5

(Lacey et al. 2016), though the details of how stellar feed-
back is implemented vary from one model to another (see
Hirschmann et al. 2016 for a discussion of the mass-loading
in different SAMs and simulations).

Our normalization of η at Mvir = 1011 M⊙, η = 3.8, is
comparable to those of Guo et al. (η ∼ 1) and Henriques
et al. (η ∼ 2.5), but much lower than that of Lacey et al.
(2016). As the mass Mvir = 1011 M⊙ is only a factor of three
larger that our resolution limit, our normalization com-
bined to our much steeper dependence on vvir implies that
our mass-loading factors are lower than those assumed by
(Guo et al. 2011), Henriques et al. (2013), and Lacey et al.
(2016) at all but the smallest halo masses probed in this
article. It is possible that we fit the observations with lower
mass-loading factors for a given halo mass because our cur-
rent model neglects the reaccretion of ejected gas.

Physically, η is limited by the maximum energetic effi-
ciency of supernovae ϵmax. Without such maximum, Eq. (32)
implies ϵSN → ∞ for vvir → 0, which is absurd (the wind
cannot contain more energy than it is available). In the most
generous case, ϵmax = 1. The real efficiency will probably be
much lower. In practice, ϵSN is limited by the mass resolu-
tion of the N-body simulation, Mvir ∼ 3×1010 M⊙. Inserted
into Eq. (33), this mass gives a maximum mass-loading fac-
tor of η = 30 − 40. As Mvir ∼ 3 × 1010 M⊙ corresponds to
vvir ∼ 40 kms−1 at z = 0, our default parameter values (Ta-
ble 1) imply ϵSN <∼ 0.1 at z ∼ 0 for all haloes that we can
resolve. At high z, however, ϵSN can take much larger values
if no maximum efficiency is prescribed.

2.5 star

The star module follows the evolution of a component’s
stellar population. In the code’s current version, this evo-
lution is computed based on the instantaneous recycling
approximation. Stellar evolution is, therefore, entirely de-
scribed by two parameters: the returned fraction R and the
metal yield y. The explicit equations for the stellar mass loss
rate Ṁsml and the mass loss rate in metals Ṁsml,Z are

Ṁsml = R · SFR, (34)

and

Ṁsml,Z = y(1−R) · SFR. (35)

In Eq. (35), 1 − R is the fraction of the star-forming gas
that remains in stars and contributes to the final stellar
masses of galaxies, while y is the metal mass ejected into
the interstellar medium per unit mass locked into stars.

Metal enrichment has been included in GalICS 2.0 to
pave the way future developments but has no effect whatso-
ever on any of the results presented in this article because
we are not computing cooling or any properties that depend
on the spectral energy distribution of galaxies, such as mag-
nitudes and colours.

2.6 gas

The gas module defines what composes a gas. Currently,
an object of type gas has only two attributes: total mass
and metal mass. The metal yield y in star determines the
metallicity of gas returned to the interstellar medium. This
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(Silk 2003). Expulsion from the gravitational potential well
of the DM requires vw ! vesc ∼ 2.5vvir (the numerical coef-
ficient in front of vvir depends on halo concentration), but
here we make no assumption as to whether the wind escapes
from the halo or settles into a hot circumgalactic medium.
We therefore reabsorbe the uncertainty on vw/vvir into the
free parameter ϵSN and define mass-loading factor η so that:

η ≡
Ṁout

SFR
=

2ϵSNESNΨSN

v2vir
. (31)

The only inconvenient of this definition is that ϵSN under-
estimates the real SN efficiency required to produce the
mass-loading factors assumed by our model. The differ-
ence is small (a factor of ∼ 1.5) is the gas blown out of
the galaxy if heated to the virial temperature and mixed
with the hot atmosphere (for a singular isothermal sphere,
3
2kTvir = 3

2 ·
1
2µv

2
vir; White & Frenk 1991). Much larger ener-

getic efficiencies ( >∼ 2.52ϵSN) are required if the gas expelled
from galaxies is also blown out of the halo.

The problem of this simple scaling with v−2
vir is that it

cannot reproduce the shallow slope of the low-mass end of
the galaxy SMF (unless we use merger trees from a low-
resolution N-body simulation that misses low-mass haloes,
as in Cattaneo et al. 2006, but there we focussed on massive
galaxies). A phenomenological solution is to introduce a SN
efficiency ϵSN that depends on both vvir and redshift z, and
to impose a plausible maximum ϵmax to the values that ϵSN
can take:

ϵSN = min
[(

vvir
vSN

)αv

(1 + z)αz , ϵmax

]

, (32)

where vSN, αv and αz are free parameters of the model to
be determined by fitting the galaxy SMF. The speed vSN
corresponds to the virial velocity for which ϵSN = 1 at z = 0
if no maximum efficiency is imposed.

As the laws of physics do not vary with time, one could
argue that a physical model should not contain any explicit
dependence on z. A simple answer is that this objection does
not apply to a phenomenological model (see Peirani et al.
2012 for evidence from cosmological hydrodynamic simula-
tions supporting more efficient feedback at high z). We also
remark that the values with which we fit the data (αv = −4,
αz = 3, vSN = 24 km s−1; Table 1 and Section 3) give a sim-
ple relation between mass-loading factor and halo mass:

η ≃ 3.8

(

Mvir

1011 M⊙

)−2

, (33)

since vvir ∝ M1/3
vir (1 + z)1/2. Mvir is a physical quantity,

though it is not clear why the outflow rate should scale with
Mvir rather than vvir. The mass resolution of the N-body
simulation used to construct the merger trees is Mvir ∼ 3×
1010 M⊙. In this article, we formulate our model in terms of
vvir and z rather than Mvir to ease comparison with previous
work, for the sake of greater generality and because, with
approach, it is easier to check that our feedback model is
energetically plausible.

Eq. (33) corresponds to a very strong dependence
of the mass-loading factor on the virial velocity (η ∝
v−6
vir ). For comparison, the exponents used by other SAMs
are −5.5 (Cole et al. 1994), −3.5 (Guo et al. 2011), −2.5
(Somerville et al. 2012), −0.92 (Henriques et al. 2013) and
−3.2 with an allowable range between 0 and −5.5

(Lacey et al. 2016), though the details of how stellar feed-
back is implemented vary from one model to another (see
Hirschmann et al. 2016 for a discussion of the mass-loading
in different SAMs and simulations).

Our normalization of η at Mvir = 1011 M⊙, η = 3.8, is
comparable to those of Guo et al. (η ∼ 1) and Henriques
et al. (η ∼ 2.5), but much lower than that of Lacey et al.
(2016). As the mass Mvir = 1011 M⊙ is only a factor of three
larger that our resolution limit, our normalization com-
bined to our much steeper dependence on vvir implies that
our mass-loading factors are lower than those assumed by
(Guo et al. 2011), Henriques et al. (2013), and Lacey et al.
(2016) at all but the smallest halo masses probed in this
article. It is possible that we fit the observations with lower
mass-loading factors for a given halo mass because our cur-
rent model neglects the reaccretion of ejected gas.

Physically, η is limited by the maximum energetic effi-
ciency of supernovae ϵmax. Without such maximum, Eq. (32)
implies ϵSN → ∞ for vvir → 0, which is absurd (the wind
cannot contain more energy than it is available). In the most
generous case, ϵmax = 1. The real efficiency will probably be
much lower. In practice, ϵSN is limited by the mass resolu-
tion of the N-body simulation, Mvir ∼ 3×1010 M⊙. Inserted
into Eq. (33), this mass gives a maximum mass-loading fac-
tor of η = 30 − 40. As Mvir ∼ 3 × 1010 M⊙ corresponds to
vvir ∼ 40 kms−1 at z = 0, our default parameter values (Ta-
ble 1) imply ϵSN <∼ 0.1 at z ∼ 0 for all haloes that we can
resolve. At high z, however, ϵSN can take much larger values
if no maximum efficiency is prescribed.

2.5 star

The star module follows the evolution of a component’s
stellar population. In the code’s current version, this evo-
lution is computed based on the instantaneous recycling
approximation. Stellar evolution is, therefore, entirely de-
scribed by two parameters: the returned fraction R and the
metal yield y. The explicit equations for the stellar mass loss
rate Ṁsml and the mass loss rate in metals Ṁsml,Z are

Ṁsml = R · SFR, (34)

and

Ṁsml,Z = y(1−R) · SFR. (35)

In Eq. (35), 1 − R is the fraction of the star-forming gas
that remains in stars and contributes to the final stellar
masses of galaxies, while y is the metal mass ejected into
the interstellar medium per unit mass locked into stars.

Metal enrichment has been included in GalICS 2.0 to
pave the way future developments but has no effect whatso-
ever on any of the results presented in this article because
we are not computing cooling or any properties that depend
on the spectral energy distribution of galaxies, such as mag-
nitudes and colours.

2.6 gas

The gas module defines what composes a gas. Currently,
an object of type gas has only two attributes: total mass
and metal mass. The metal yield y in star determines the
metallicity of gas returned to the interstellar medium. This
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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(Silk 2003). Expulsion from the gravitational potential well
of the DM requires vw ! vesc ∼ 2.5vvir (the numerical coef-
ficient in front of vvir depends on halo concentration), but
here we make no assumption as to whether the wind escapes
from the halo or settles into a hot circumgalactic medium.
We therefore reabsorbe the uncertainty on vw/vvir into the
free parameter ϵSN and define mass-loading factor η so that:

η ≡
Ṁout

SFR
=

2ϵSNESNΨSN

v2vir
. (31)

The only inconvenient of this definition is that ϵSN under-
estimates the real SN efficiency required to produce the
mass-loading factors assumed by our model. The differ-
ence is small (a factor of ∼ 1.5) is the gas blown out of
the galaxy if heated to the virial temperature and mixed
with the hot atmosphere (for a singular isothermal sphere,
3
2kTvir = 3

2 ·
1
2µv

2
vir; White & Frenk 1991). Much larger ener-

getic efficiencies ( >∼ 2.52ϵSN) are required if the gas expelled
from galaxies is also blown out of the halo.

The problem of this simple scaling with v−2
vir is that it

cannot reproduce the shallow slope of the low-mass end of
the galaxy SMF (unless we use merger trees from a low-
resolution N-body simulation that misses low-mass haloes,
as in Cattaneo et al. 2006, but there we focussed on massive
galaxies). A phenomenological solution is to introduce a SN
efficiency ϵSN that depends on both vvir and redshift z, and
to impose a plausible maximum ϵmax to the values that ϵSN
can take:

ϵSN = min
[(

vvir
vSN

)αv

(1 + z)αz , ϵmax

]

, (32)

where vSN, αv and αz are free parameters of the model to
be determined by fitting the galaxy SMF. The speed vSN
corresponds to the virial velocity for which ϵSN = 1 at z = 0
if no maximum efficiency is imposed.

As the laws of physics do not vary with time, one could
argue that a physical model should not contain any explicit
dependence on z. A simple answer is that this objection does
not apply to a phenomenological model (see Peirani et al.
2012 for evidence from cosmological hydrodynamic simula-
tions supporting more efficient feedback at high z). We also
remark that the values with which we fit the data (αv = −4,
αz = 3, vSN = 24 km s−1; Table 1 and Section 3) give a sim-
ple relation between mass-loading factor and halo mass:

η ≃ 3.8

(

Mvir

1011 M⊙

)−2

, (33)

since vvir ∝ M1/3
vir (1 + z)1/2. Mvir is a physical quantity,

though it is not clear why the outflow rate should scale with
Mvir rather than vvir. The mass resolution of the N-body
simulation used to construct the merger trees is Mvir ∼ 3×
1010 M⊙. In this article, we formulate our model in terms of
vvir and z rather than Mvir to ease comparison with previous
work, for the sake of greater generality and because, with
approach, it is easier to check that our feedback model is
energetically plausible.

Eq. (33) corresponds to a very strong dependence
of the mass-loading factor on the virial velocity (η ∝
v−6
vir ). For comparison, the exponents used by other SAMs
are −5.5 (Cole et al. 1994), −3.5 (Guo et al. 2011), −2.5
(Somerville et al. 2012), −0.92 (Henriques et al. 2013) and
−3.2 with an allowable range between 0 and −5.5

(Lacey et al. 2016), though the details of how stellar feed-
back is implemented vary from one model to another (see
Hirschmann et al. 2016 for a discussion of the mass-loading
in different SAMs and simulations).

Our normalization of η at Mvir = 1011 M⊙, η = 3.8, is
comparable to those of Guo et al. (η ∼ 1) and Henriques
et al. (η ∼ 2.5), but much lower than that of Lacey et al.
(2016). As the mass Mvir = 1011 M⊙ is only a factor of three
larger that our resolution limit, our normalization com-
bined to our much steeper dependence on vvir implies that
our mass-loading factors are lower than those assumed by
(Guo et al. 2011), Henriques et al. (2013), and Lacey et al.
(2016) at all but the smallest halo masses probed in this
article. It is possible that we fit the observations with lower
mass-loading factors for a given halo mass because our cur-
rent model neglects the reaccretion of ejected gas.

Physically, η is limited by the maximum energetic effi-
ciency of supernovae ϵmax. Without such maximum, Eq. (32)
implies ϵSN → ∞ for vvir → 0, which is absurd (the wind
cannot contain more energy than it is available). In the most
generous case, ϵmax = 1. The real efficiency will probably be
much lower. In practice, ϵSN is limited by the mass resolu-
tion of the N-body simulation, Mvir ∼ 3×1010 M⊙. Inserted
into Eq. (33), this mass gives a maximum mass-loading fac-
tor of η = 30 − 40. As Mvir ∼ 3 × 1010 M⊙ corresponds to
vvir ∼ 40 kms−1 at z = 0, our default parameter values (Ta-
ble 1) imply ϵSN <∼ 0.1 at z ∼ 0 for all haloes that we can
resolve. At high z, however, ϵSN can take much larger values
if no maximum efficiency is prescribed.

2.5 star

The star module follows the evolution of a component’s
stellar population. In the code’s current version, this evo-
lution is computed based on the instantaneous recycling
approximation. Stellar evolution is, therefore, entirely de-
scribed by two parameters: the returned fraction R and the
metal yield y. The explicit equations for the stellar mass loss
rate Ṁsml and the mass loss rate in metals Ṁsml,Z are

Ṁsml = R · SFR, (34)

and

Ṁsml,Z = y(1−R) · SFR. (35)

In Eq. (35), 1 − R is the fraction of the star-forming gas
that remains in stars and contributes to the final stellar
masses of galaxies, while y is the metal mass ejected into
the interstellar medium per unit mass locked into stars.

Metal enrichment has been included in GalICS 2.0 to
pave the way future developments but has no effect whatso-
ever on any of the results presented in this article because
we are not computing cooling or any properties that depend
on the spectral energy distribution of galaxies, such as mag-
nitudes and colours.

2.6 gas

The gas module defines what composes a gas. Currently,
an object of type gas has only two attributes: total mass
and metal mass. The metal yield y in star determines the
metallicity of gas returned to the interstellar medium. This
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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(Silk 2003). Expulsion from the gravitational potential well
of the DM requires vw ! vesc ∼ 2.5vvir (the numerical coef-
ficient in front of vvir depends on halo concentration), but
here we make no assumption as to whether the wind escapes
from the halo or settles into a hot circumgalactic medium.
We therefore reabsorbe the uncertainty on vw/vvir into the
free parameter ϵSN and define mass-loading factor η so that:

η ≡
Ṁout

SFR
=

2ϵSNESNΨSN

v2vir
. (31)

The only inconvenient of this definition is that ϵSN under-
estimates the real SN efficiency required to produce the
mass-loading factors assumed by our model. The differ-
ence is small (a factor of ∼ 1.5) is the gas blown out of
the galaxy if heated to the virial temperature and mixed
with the hot atmosphere (for a singular isothermal sphere,
3
2kTvir = 3

2 ·
1
2µv

2
vir; White & Frenk 1991). Much larger ener-

getic efficiencies ( >∼ 2.52ϵSN) are required if the gas expelled
from galaxies is also blown out of the halo.

The problem of this simple scaling with v−2
vir is that it

cannot reproduce the shallow slope of the low-mass end of
the galaxy SMF (unless we use merger trees from a low-
resolution N-body simulation that misses low-mass haloes,
as in Cattaneo et al. 2006, but there we focussed on massive
galaxies). A phenomenological solution is to introduce a SN
efficiency ϵSN that depends on both vvir and redshift z, and
to impose a plausible maximum ϵmax to the values that ϵSN
can take:

ϵSN = min
[(

vvir
vSN

)αv

(1 + z)αz , ϵmax

]

, (32)

where vSN, αv and αz are free parameters of the model to
be determined by fitting the galaxy SMF. The speed vSN
corresponds to the virial velocity for which ϵSN = 1 at z = 0
if no maximum efficiency is imposed.

As the laws of physics do not vary with time, one could
argue that a physical model should not contain any explicit
dependence on z. A simple answer is that this objection does
not apply to a phenomenological model (see Peirani et al.
2012 for evidence from cosmological hydrodynamic simula-
tions supporting more efficient feedback at high z). We also
remark that the values with which we fit the data (αv = −4,
αz = 3, vSN = 24 km s−1; Table 1 and Section 3) give a sim-
ple relation between mass-loading factor and halo mass:

η ≃ 3.8

(

Mvir

1011 M⊙

)−2

, (33)

since vvir ∝ M1/3
vir (1 + z)1/2. Mvir is a physical quantity,

though it is not clear why the outflow rate should scale with
Mvir rather than vvir. The mass resolution of the N-body
simulation used to construct the merger trees is Mvir ∼ 3×
1010 M⊙. In this article, we formulate our model in terms of
vvir and z rather than Mvir to ease comparison with previous
work, for the sake of greater generality and because, with
approach, it is easier to check that our feedback model is
energetically plausible.

Eq. (33) corresponds to a very strong dependence
of the mass-loading factor on the virial velocity (η ∝
v−6
vir ). For comparison, the exponents used by other SAMs
are −5.5 (Cole et al. 1994), −3.5 (Guo et al. 2011), −2.5
(Somerville et al. 2012), −0.92 (Henriques et al. 2013) and
−3.2 with an allowable range between 0 and −5.5

(Lacey et al. 2016), though the details of how stellar feed-
back is implemented vary from one model to another (see
Hirschmann et al. 2016 for a discussion of the mass-loading
in different SAMs and simulations).

Our normalization of η at Mvir = 1011 M⊙, η = 3.8, is
comparable to those of Guo et al. (η ∼ 1) and Henriques
et al. (η ∼ 2.5), but much lower than that of Lacey et al.
(2016). As the mass Mvir = 1011 M⊙ is only a factor of three
larger that our resolution limit, our normalization com-
bined to our much steeper dependence on vvir implies that
our mass-loading factors are lower than those assumed by
(Guo et al. 2011), Henriques et al. (2013), and Lacey et al.
(2016) at all but the smallest halo masses probed in this
article. It is possible that we fit the observations with lower
mass-loading factors for a given halo mass because our cur-
rent model neglects the reaccretion of ejected gas.

Physically, η is limited by the maximum energetic effi-
ciency of supernovae ϵmax. Without such maximum, Eq. (32)
implies ϵSN → ∞ for vvir → 0, which is absurd (the wind
cannot contain more energy than it is available). In the most
generous case, ϵmax = 1. The real efficiency will probably be
much lower. In practice, ϵSN is limited by the mass resolu-
tion of the N-body simulation, Mvir ∼ 3×1010 M⊙. Inserted
into Eq. (33), this mass gives a maximum mass-loading fac-
tor of η = 30 − 40. As Mvir ∼ 3 × 1010 M⊙ corresponds to
vvir ∼ 40 kms−1 at z = 0, our default parameter values (Ta-
ble 1) imply ϵSN <∼ 0.1 at z ∼ 0 for all haloes that we can
resolve. At high z, however, ϵSN can take much larger values
if no maximum efficiency is prescribed.

2.5 star

The star module follows the evolution of a component’s
stellar population. In the code’s current version, this evo-
lution is computed based on the instantaneous recycling
approximation. Stellar evolution is, therefore, entirely de-
scribed by two parameters: the returned fraction R and the
metal yield y. The explicit equations for the stellar mass loss
rate Ṁsml and the mass loss rate in metals Ṁsml,Z are

Ṁsml = R · SFR, (34)

and

Ṁsml,Z = y(1−R) · SFR. (35)

In Eq. (35), 1 − R is the fraction of the star-forming gas
that remains in stars and contributes to the final stellar
masses of galaxies, while y is the metal mass ejected into
the interstellar medium per unit mass locked into stars.

Metal enrichment has been included in GalICS 2.0 to
pave the way future developments but has no effect whatso-
ever on any of the results presented in this article because
we are not computing cooling or any properties that depend
on the spectral energy distribution of galaxies, such as mag-
nitudes and colours.

2.6 gas

The gas module defines what composes a gas. Currently,
an object of type gas has only two attributes: total mass
and metal mass. The metal yield y in star determines the
metallicity of gas returned to the interstellar medium. This
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(Silk 2003). Expulsion from the gravitational potential well
of the DM requires vw ! vesc ∼ 2.5vvir (the numerical coef-
ficient in front of vvir depends on halo concentration), but
here we make no assumption as to whether the wind escapes
from the halo or settles into a hot circumgalactic medium.
We therefore reabsorbe the uncertainty on vw/vvir into the
free parameter ϵSN and define mass-loading factor η so that:

η ≡
Ṁout

SFR
=

2ϵSNESNΨSN

v2vir
. (31)

The only inconvenient of this definition is that ϵSN under-
estimates the real SN efficiency required to produce the
mass-loading factors assumed by our model. The differ-
ence is small (a factor of ∼ 1.5) is the gas blown out of
the galaxy if heated to the virial temperature and mixed
with the hot atmosphere (for a singular isothermal sphere,
3
2kTvir = 3

2 ·
1
2µv

2
vir; White & Frenk 1991). Much larger ener-

getic efficiencies ( >∼ 2.52ϵSN) are required if the gas expelled
from galaxies is also blown out of the halo.

The problem of this simple scaling with v−2
vir is that it

cannot reproduce the shallow slope of the low-mass end of
the galaxy SMF (unless we use merger trees from a low-
resolution N-body simulation that misses low-mass haloes,
as in Cattaneo et al. 2006, but there we focussed on massive
galaxies). A phenomenological solution is to introduce a SN
efficiency ϵSN that depends on both vvir and redshift z, and
to impose a plausible maximum ϵmax to the values that ϵSN
can take:

ϵSN = min
[(

vvir
vSN

)αv

(1 + z)αz , ϵmax

]

, (32)

where vSN, αv and αz are free parameters of the model to
be determined by fitting the galaxy SMF. The speed vSN
corresponds to the virial velocity for which ϵSN = 1 at z = 0
if no maximum efficiency is imposed.

As the laws of physics do not vary with time, one could
argue that a physical model should not contain any explicit
dependence on z. A simple answer is that this objection does
not apply to a phenomenological model (see Peirani et al.
2012 for evidence from cosmological hydrodynamic simula-
tions supporting more efficient feedback at high z). We also
remark that the values with which we fit the data (αv = −4,
αz = 3, vSN = 24 km s−1; Table 1 and Section 3) give a sim-
ple relation between mass-loading factor and halo mass:

η ≃ 3.8

(

Mvir

1011 M⊙

)−2

, (33)

since vvir ∝ M1/3
vir (1 + z)1/2. Mvir is a physical quantity,

though it is not clear why the outflow rate should scale with
Mvir rather than vvir. The mass resolution of the N-body
simulation used to construct the merger trees is Mvir ∼ 3×
1010 M⊙. In this article, we formulate our model in terms of
vvir and z rather than Mvir to ease comparison with previous
work, for the sake of greater generality and because, with
approach, it is easier to check that our feedback model is
energetically plausible.

Eq. (33) corresponds to a very strong dependence
of the mass-loading factor on the virial velocity (η ∝
v−6
vir ). For comparison, the exponents used by other SAMs
are −5.5 (Cole et al. 1994), −3.5 (Guo et al. 2011), −2.5
(Somerville et al. 2012), −0.92 (Henriques et al. 2013) and
−3.2 with an allowable range between 0 and −5.5

(Lacey et al. 2016), though the details of how stellar feed-
back is implemented vary from one model to another (see
Hirschmann et al. 2016 for a discussion of the mass-loading
in different SAMs and simulations).

Our normalization of η at Mvir = 1011 M⊙, η = 3.8, is
comparable to those of Guo et al. (η ∼ 1) and Henriques
et al. (η ∼ 2.5), but much lower than that of Lacey et al.
(2016). As the mass Mvir = 1011 M⊙ is only a factor of three
larger that our resolution limit, our normalization com-
bined to our much steeper dependence on vvir implies that
our mass-loading factors are lower than those assumed by
(Guo et al. 2011), Henriques et al. (2013), and Lacey et al.
(2016) at all but the smallest halo masses probed in this
article. It is possible that we fit the observations with lower
mass-loading factors for a given halo mass because our cur-
rent model neglects the reaccretion of ejected gas.

Physically, η is limited by the maximum energetic effi-
ciency of supernovae ϵmax. Without such maximum, Eq. (32)
implies ϵSN → ∞ for vvir → 0, which is absurd (the wind
cannot contain more energy than it is available). In the most
generous case, ϵmax = 1. The real efficiency will probably be
much lower. In practice, ϵSN is limited by the mass resolu-
tion of the N-body simulation, Mvir ∼ 3×1010 M⊙. Inserted
into Eq. (33), this mass gives a maximum mass-loading fac-
tor of η = 30 − 40. As Mvir ∼ 3 × 1010 M⊙ corresponds to
vvir ∼ 40 kms−1 at z = 0, our default parameter values (Ta-
ble 1) imply ϵSN <∼ 0.1 at z ∼ 0 for all haloes that we can
resolve. At high z, however, ϵSN can take much larger values
if no maximum efficiency is prescribed.

2.5 star

The star module follows the evolution of a component’s
stellar population. In the code’s current version, this evo-
lution is computed based on the instantaneous recycling
approximation. Stellar evolution is, therefore, entirely de-
scribed by two parameters: the returned fraction R and the
metal yield y. The explicit equations for the stellar mass loss
rate Ṁsml and the mass loss rate in metals Ṁsml,Z are

Ṁsml = R · SFR, (34)

and

Ṁsml,Z = y(1−R) · SFR. (35)

In Eq. (35), 1 − R is the fraction of the star-forming gas
that remains in stars and contributes to the final stellar
masses of galaxies, while y is the metal mass ejected into
the interstellar medium per unit mass locked into stars.

Metal enrichment has been included in GalICS 2.0 to
pave the way future developments but has no effect whatso-
ever on any of the results presented in this article because
we are not computing cooling or any properties that depend
on the spectral energy distribution of galaxies, such as mag-
nitudes and colours.

2.6 gas

The gas module defines what composes a gas. Currently,
an object of type gas has only two attributes: total mass
and metal mass. The metal yield y in star determines the
metallicity of gas returned to the interstellar medium. This
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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=> need feedback mechanism to 
remove gas from low-mass galaxies

e.g. young stars exploding as                  
supernovae can release lots of 
mechanical and radiative energy

Shallow slope at low-mass end of SMF

From E conservation: ~ Mgal,

10 Cattaneo et al.

(Silk 2003). Expulsion from the gravitational potential well
of the DM requires vw ! vesc ∼ 2.5vvir (the numerical coef-
ficient in front of vvir depends on halo concentration), but
here we make no assumption as to whether the wind escapes
from the halo or settles into a hot circumgalactic medium.
We therefore reabsorbe the uncertainty on vw/vvir into the
free parameter ϵSN and define mass-loading factor η so that:

η ≡
Ṁout

SFR
=

2ϵSNESNΨSN

v2vir
. (31)

The only inconvenient of this definition is that ϵSN under-
estimates the real SN efficiency required to produce the
mass-loading factors assumed by our model. The differ-
ence is small (a factor of ∼ 1.5) is the gas blown out of
the galaxy if heated to the virial temperature and mixed
with the hot atmosphere (for a singular isothermal sphere,
3
2kTvir = 3

2 ·
1
2µv

2
vir; White & Frenk 1991). Much larger ener-

getic efficiencies ( >∼ 2.52ϵSN) are required if the gas expelled
from galaxies is also blown out of the halo.

The problem of this simple scaling with v−2
vir is that it

cannot reproduce the shallow slope of the low-mass end of
the galaxy SMF (unless we use merger trees from a low-
resolution N-body simulation that misses low-mass haloes,
as in Cattaneo et al. 2006, but there we focussed on massive
galaxies). A phenomenological solution is to introduce a SN
efficiency ϵSN that depends on both vvir and redshift z, and
to impose a plausible maximum ϵmax to the values that ϵSN
can take:

ϵSN = min
[(

vvir
vSN

)αv

(1 + z)αz , ϵmax

]

, (32)

where vSN, αv and αz are free parameters of the model to
be determined by fitting the galaxy SMF. The speed vSN
corresponds to the virial velocity for which ϵSN = 1 at z = 0
if no maximum efficiency is imposed.

As the laws of physics do not vary with time, one could
argue that a physical model should not contain any explicit
dependence on z. A simple answer is that this objection does
not apply to a phenomenological model (see Peirani et al.
2012 for evidence from cosmological hydrodynamic simula-
tions supporting more efficient feedback at high z). We also
remark that the values with which we fit the data (αv = −4,
αz = 3, vSN = 24 km s−1; Table 1 and Section 3) give a sim-
ple relation between mass-loading factor and halo mass:

η ≃ 3.8

(

Mvir

1011 M⊙

)−2

, (33)

since vvir ∝ M1/3
vir (1 + z)1/2. Mvir is a physical quantity,

though it is not clear why the outflow rate should scale with
Mvir rather than vvir. The mass resolution of the N-body
simulation used to construct the merger trees is Mvir ∼ 3×
1010 M⊙. In this article, we formulate our model in terms of
vvir and z rather than Mvir to ease comparison with previous
work, for the sake of greater generality and because, with
approach, it is easier to check that our feedback model is
energetically plausible.

Eq. (33) corresponds to a very strong dependence
of the mass-loading factor on the virial velocity (η ∝
v−6
vir ). For comparison, the exponents used by other SAMs
are −5.5 (Cole et al. 1994), −3.5 (Guo et al. 2011), −2.5
(Somerville et al. 2012), −0.92 (Henriques et al. 2013) and
−3.2 with an allowable range between 0 and −5.5

(Lacey et al. 2016), though the details of how stellar feed-
back is implemented vary from one model to another (see
Hirschmann et al. 2016 for a discussion of the mass-loading
in different SAMs and simulations).

Our normalization of η at Mvir = 1011 M⊙, η = 3.8, is
comparable to those of Guo et al. (η ∼ 1) and Henriques
et al. (η ∼ 2.5), but much lower than that of Lacey et al.
(2016). As the mass Mvir = 1011 M⊙ is only a factor of three
larger that our resolution limit, our normalization com-
bined to our much steeper dependence on vvir implies that
our mass-loading factors are lower than those assumed by
(Guo et al. 2011), Henriques et al. (2013), and Lacey et al.
(2016) at all but the smallest halo masses probed in this
article. It is possible that we fit the observations with lower
mass-loading factors for a given halo mass because our cur-
rent model neglects the reaccretion of ejected gas.

Physically, η is limited by the maximum energetic effi-
ciency of supernovae ϵmax. Without such maximum, Eq. (32)
implies ϵSN → ∞ for vvir → 0, which is absurd (the wind
cannot contain more energy than it is available). In the most
generous case, ϵmax = 1. The real efficiency will probably be
much lower. In practice, ϵSN is limited by the mass resolu-
tion of the N-body simulation, Mvir ∼ 3×1010 M⊙. Inserted
into Eq. (33), this mass gives a maximum mass-loading fac-
tor of η = 30 − 40. As Mvir ∼ 3 × 1010 M⊙ corresponds to
vvir ∼ 40 kms−1 at z = 0, our default parameter values (Ta-
ble 1) imply ϵSN <∼ 0.1 at z ∼ 0 for all haloes that we can
resolve. At high z, however, ϵSN can take much larger values
if no maximum efficiency is prescribed.

2.5 star

The star module follows the evolution of a component’s
stellar population. In the code’s current version, this evo-
lution is computed based on the instantaneous recycling
approximation. Stellar evolution is, therefore, entirely de-
scribed by two parameters: the returned fraction R and the
metal yield y. The explicit equations for the stellar mass loss
rate Ṁsml and the mass loss rate in metals Ṁsml,Z are

Ṁsml = R · SFR, (34)

and

Ṁsml,Z = y(1−R) · SFR. (35)

In Eq. (35), 1 − R is the fraction of the star-forming gas
that remains in stars and contributes to the final stellar
masses of galaxies, while y is the metal mass ejected into
the interstellar medium per unit mass locked into stars.

Metal enrichment has been included in GalICS 2.0 to
pave the way future developments but has no effect whatso-
ever on any of the results presented in this article because
we are not computing cooling or any properties that depend
on the spectral energy distribution of galaxies, such as mag-
nitudes and colours.

2.6 gas

The gas module defines what composes a gas. Currently,
an object of type gas has only two attributes: total mass
and metal mass. The metal yield y in star determines the
metallicity of gas returned to the interstellar medium. This

c⃝ 2016 RAS, MNRAS 000, 1–31
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Figure 2. Relation between total gas mass (Hi plus H2; left) and goodness of Mgas/tdyn as a SFR estimator (right) in a local sample
from Boselli et al. (2014, black squares). Here, tdyn = 2πrd/vrot, where rd and vrot are observational measurement from Boselli et al.
(2014)’s sample, from which we have retained only galaxies classified as S or Irr for which there is a measurement of the exponential
scale-length rd. In the left panel, the observed SFR - Mgas relation is compared what one would expect for SFR = Mgas/25tdyn (red
circles). The red dashed line corresponds to a constant star-formation timescale of 3.5Gyr. The right panel shows that Boselli et al.
(2014)’s data (black squares) follow the SFR = Mgas/25tdyn relation (red solid line) within a scatter of a factor of two (red dashed lines).

to this final state. However crude, this assumption is in
line with observational evidence that the star formation
timescale tsf = Mgas/Ṁsf for starburst galaxies is about
ten times shorter than it is for normal galaxies (Bigiel et al.
2008).

Observationally, galaxies begin to depart from the mean
Schmidt-Kennicutt law (Kennicutt 1998) between SFR sur-
face density ΣSFR and gas surface density Σgas for Σgas <
Σth ∼ 9M⊙ pc−2 (Bigiel et al. 2008), where Σgas is the mean
gas surface density (Hi plus H2) within the optical radius
ropt = 3.2rd. However, there are galaxies on the relation
(including some of the black squares in Fig. 2) with values
of Σgas as low as ∼ 2M⊙ pc−2. Therefore, the threshold is
not sharp. In GalICS 2.0, we set SFR = 0 for Σgas < Σth,
where Σth is a parameter of the model. We set it to the
relatively low value Σth = 2M⊙ pc−2 because higher values
suppress star formation too much in low-mass haloes, lead-
ing to galaxies that are all gas and no stars, though this
may be a resolution artifact. The surface area on which we
spread the gas to compute Σgas is 2π(r2opt−r2pseudo) for discs,
2πr2pseudo for pseudobulges and 2πr2starburst for bulges.

2.4.2 The feedback model

Feedback is a generic term for the effects that star formation
and black hole accretion exert on the surrounding gas. These
effects influence the processes that cause them and can reg-
ulate their rates. This section is on stellar feedback but even
that is multifaceted because it results from the synergy of
different processes (SNe, radiation pressure, photoionization
and photoelectric heating) that act on different scales.

Mathews & Baker (1971) and Larson (1974) were the
first to suggest that gas may be strongly heated by su-
pernova (SN) blastwaves and driven out of galaxies in hot
winds. While SNe have certainly the energy to this, and have
become for this reason a standard ingredient of galaxy for-

mation theory, their efficiency and the mass scale at which
they become important are affected by the fraction of SN
energy that is radiated (Dekel & Silk 1986). If SNe explode
inside dense molecular clouds, most of their energy will be
quickly lost to X-rays. Radiation pressure and stellar winds
from massive OB stars must disperse giant molecular clouds
rapidly, after they have turned just a few percent of their
mass into stars, for this not to occur (Hopkins et al. 2013
and references therein). Photoelectrons extracted from dust
grains by ultraviolet radiation are the primary source of
heating for the neutral interstellar medium and suppress
star formation by preventing its overcooling and overcon-
densation into dense molecular clouds (Forbes et al. 2016).

These complex physics are beyond the scope of our feed-
back model, whose purpose is to computes the mass-loading
factor η = Ṁout/SFR, i.e., the rate at which cold gas is
removed from galaxies. Any feedback mechanism that reg-
ulates star formation without removing gas from galaxies
is already incorporated phenomenologically in our star for-
mation efficiency ϵsf (Section 2.4.1). Similarly, the fraction
ϵSN of the power output from SN explosions that is con-
verted into wind kinetic energy and/or thermalized in the
hot atmosphere is chosen to reproduce the observation and
therefore includes the effects of all the other processes (e.g.,
radiation pressure, stellar winds, photoionization, photoelec-
tric heating) that may affect the outflow rate.

IfΨSN ≃ 1/(140M⊙) is the number of SNe per unit stel-
lar mass formed (assuming a Chabrier 2003 initial mass func-
tion in the stellar mass range 0.1− 100M⊙ and a minimum
mass for core-collapse SNe of 8M⊙) and ESN ∼ 1051 erg is
the energy released by one SN, then the power output from
SNe will be ESNΨSNSFR. If a fraction ϵSN of this power is
used to drive a wind with speed vw, then the outflow rate
Ṁout from the component will satisfy:

1
2
Ṁoutv

2
w ∼ ϵSNESNΨSNSFR. (30)
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Silk 2003

Many different modellings, e.g. in momentum-conserving winds, Mout ~ 1 / vesc
.

SAGE
(Mutch+)
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PHOTO-HEATING "FEEDBACK"

SAGE

After reionisation, UV background can heat pre-galactic gas

=> No gas condensation in halos if Etherm > |Egrav| : efficient at low Mhalo !

Prescriptions often used in SAM 
estimated from hydro. simulations
e.g. Okamoto+08 , Kravstov+, Ocvirk+15 z=0
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AGN FEEDBACK

"Feedback" from AGN related to black hole
 growth and activity

Energy injection (e.g. radio jets) in the surrounding 
gas can suppress the cooling flows 

Only effective if tcool > tdyn (i.e. massive haloes)

 AGN feedback does not require SF to be activated (unlike SN feedback)

(Kauffmann & Haehnelt 2000, Croton+06, Bower+06, Cattaneo+06 etc)

         low Mstar                       high Mstar                                  

z=0z=0
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AGN FEEDBACK

"Feedback" from AGN related to black hole
 growth and activity

Energy injection (e.g. radio jets) in the surrounding 
gas can suppress the cooling flows 

Only effective if tcool > tdyn (i.e. massive haloes)

 AGN feedback does not require SF to be activated (unlike SN feedback)

         low Mstar                       high Mstar                                  

   low Mstar                                      high Mstar

(Kauffmann & Haehnelt 2000, Croton+06, Bower+06, Cattaneo+06 etc)

Croton+06
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✦ Cosmological simulations of dark matter

✦ Physics of galaxy formation in semi-analytic models

✦ High-redshift galaxies in GALICS

✦ How to generate mock observables from SAMs
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Distant star-forming galaxies detected from… 

❖ In practice, the radiative transfer of Lyα photons is complicated, but we can consider a few 
simple cartoon scenarios.!

❖ First:  a Lyα source embedded in a gas cloud with both medium and high optical depth.!
❖ Talk with your neighbor, and predict the Lyα spectrum in both cases.

Resonant Scattering

Wavelength

Fl
ux
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en

si
ty

Assume this 
intrinsic profile

… strong stellar emission (Lyman-Break Galaxies)

Hubble Ultra Deep Field

… Lyα emission line (Lyman-α Emitters)

HI gas photoionised by young stars

~ 68% of ionising photons reprocessed 
into Lyα during recombination 

HII nebula

Caltech

HIGH REDSHIFT GALAXIES IN GALICS
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z
15 6 3 2 01

1100

Big Bang

 Build up of the galaxy population 
at early times 

 Cosmic reionisation

Madau+14

           Cosmology 10 Percival et al.

Fig. 12.— The redshift-space power spectrum recovered from the combined SDSS main galaxy and LRG sample, optimally weighted for
both density changes and luminosity dependent bias (solid circles with 1-σ errors). A flat Λ cosmological distance model was assumed with
ΩM = 0.24. Error bars are derived from the diagonal elements of the covariance matrix calculated from 2000 log-normal catalogues created
for this cosmological distance model, but with a power spectrum amplitude and shape matched to that observed (see text for details).
The data are correlated, and the width of the correlations is presented in Fig. 10 (the correlation between data points drops to < 0.33 for
∆k > 0.01 h Mpc−1). The correlations are smaller than the oscillatory features observed in the recovered power spectrum. For comparison
we plot the model power spectrum (solid line) calculated using the fitting formulae of Eisenstein & Hu (1998); Eisenstein et al. (2006), for
the best fit parameters calculated by fitting the WMAP 3-year temperature and polarisation data, h = 0.73, ΩM = 0.24, ns = 0.96 and
Ωb/ΩM = 0.174 (Spergel et al. 2006). The model power spectrum has been convolved with the appropriate window function to match the
measured data, and the normalisation has been matched to that of the large-scale (0.01 < k < 0.06 hMpc−1) data. The deviation from
this low ΩM linear power spectrum is clearly visible at k >

∼
0.06 hMpc−1, and will be discussed further in Section 6. The solid circles with

1σ errors in the inset show the power spectrum ratioed to a smooth model (calculated using a cubic spline fit as described in Percival et al.
2006) compared to the baryon oscillations in the (WMAP 3-year parameter) model (solid line), and shows good agreement. The calculation
of the matter density from these oscillations will be considered in a separate paper (Percival et al. 2006). The dashed line shows the same
model without the correction for the damping effect of small-scale structure growth of Eisenstein et al. (2006). It is worth noting that this
model is not a fit to the data, but a prediction from the CMB experiment.

BAO as a Standard Ruler

• The existence of a localized clustering scale in the 2-point 
function yields oscillations in Fourier space. 
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Figure 4: Star-forming galaxies are capable of reionizing the universe if the volume-averaged star-formation history extends beyond z ~ 10 (see Figure 3) and the 
luminosity functions observed (Figure 2) extend down to MUV = –13 (left panel ). For an escape fraction of ionizing photons of 20%, the history of the reionization 
process, calculated in terms of the neutral fraction (xHI = 1 – QHII ) is compared with independent estimates (right panel ).
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HIGH REDSHIFT GALAXIES IN GALICS

GALICS "adjusted" to reproduce LBG luminosity functions

LUV

LUV e-τdust 

intr

intr

- Cold accretion mode 
- High SF efficiency 
- Fast merging 
- Gas reincorporation over short timescale 
- Strong SN feedback 
- Dust attenuation from Σcold and Z 
- etc

(Garel+12,15,16)
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HIGH REDSHIFT GALAXIES IN GALICS
Φ

Stellar mass functions
(Garel+12,15,16)
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Figure 2. Relation between stellar mass (Mstar) and SFR at z ≈ 3, 4, 5, and 6. In black, we show the median SFR per bin of stellar mass along with the
10th–90th percentiles for galaxies with 109 < (Mstar/M⊙) < 1011. The dotted, solid, and dashed curves correspond to UV magnitude cuts of M1500 < −19,
M1500 < −20, and M1500 < −21, respectively. The red dashed line and the blue triangles correspond to the data from Kajisawa et al. (2010) and Salmon et al.
(2015), respectively.

computed from the SEDs, λα = 1215.67 Å is the Lyα wavelength
at line centre, c is the speed of light, hp the Planck constant. The
intrinsic Lyα line is described by a Gaussian centred on λα with a
width given by the rotational velocity of the emission sources in the
galaxy (see section 3.1 in Garel et al. 2012).

To account for the Lyα radiation transfer (RT) and dust extinc-
tion, we compute the escape of Lyα photons through galactic out-
flows. To do so, we combine the output of GALICS with the grid of
Lyα RT models in spherical expanding shells presented in Schaerer
et al. (2011). In these simulations, run with a 3D Monte Carlo code
(MCLya; Verhamme, Schaerer & Maselli 2006), the thin spherical
expanding shells of gas and dust are characterized by four param-
eters: the expansion velocity, the gas column density, the internal
velocity dispersion, and the dust opacity. These parameters are es-
timated for each galaxy using simple scaling arguments connected
to the output of GALICS as described in section 3.2.2 of Garel et al.
(2012) and section 2 of Garel et al. (2015). We then compute the
Lyα escape fraction by interpolating the shell parameters predicted
by GALICS on to the MCLya grid to obtain the observedLyα lumi-
nosity, LLyα , and Lyα flux, FLyα = LLyα/(4πd2

L(z)) where dL(z), is
the luminosity distance at redshift z.

The above escape fraction only accounts for internal attenuation
of Lyα photons (i.e. dust absorption in the shell). Nevertheless, in-
teractions with H I gas along the line of sight may affect the blue
side of the Lyα line, and then reduce the transmitted Lyα flux, es-
pecially at the highest redshifts. We have tested the effect of IGM
on the Lyα lines using the prescriptions of Madau (1995) and Inoue
et al. (2014) which compute the mean Lyα transmission from obser-
vational statistics of intergalactic absorbers. In our model, the Lyα

lines are Doppler-shifted away from line centre due to RT in the
shell, such that most photons emerging from our galaxies have λ >

1215.67 Å in the rest-frame of the source. The intervening neutral
gas is transparent to these photons, and we find that the IGM has no
noticeable impact on our Lyα fluxes even at z ≈ 7 (see section 3.2
of Garel et al. 2015 and section 4.4 of Garel et al. 2012 for more de-
tails). This modelling of the effect of IGM remains somehow crude,
and a more realistic scenario would require a detailed description of
the gas distribution, kinematics, or ionization state, which is beyond
the capabilities of our semi-analytic approach. We note that the H I

opacity may also affect the red side of the Lyα line due to peculiar
gas motions in the surroundings of galaxies (e.g. infalls), or strong
damping wings in a highly neutral Universe (i.e. before reioniza-
tion is complete), which can thus reduce the overall transmitted

Lyα fluxes (e.g. Dijkstra, Lidz & Wyithe 2007; Iliev et al. 2008;
Dayal et al. 2011; Laursen, Sommer-Larsen & Razoumov 2011;
Jensen et al. 2013). We also note that faint LAEs might be more
strongly attenuated than bright LAEs in inhomogeneously ionized
IGM models at z > 6 since bright sources are thought to sit in larger
H II bubbles at the EoR, which may flatten the Lyα LF towards faint
luminosities (Furlanetto, Zaldarriaga & Hernquist 2006; McQuinn
et al. 2007).

2.5 Mass resolution of the simulation

MUSE is expected to carry out very deep Lyα observations, down
to F limit

Lyα ≈ 4 × 10−19 erg s−1 cm−2. In order to make reliable sta-
tistical predictions, we want to ensure that we have sufficient mass
resolution to produce complete samples of LAEs with FLyα ≥ F limit

Lyα .
In Fig. 3, we show the predicted intrinsic Lyα luminosity/flux of
galaxies at z = 3 (top panel) and = 6 (bottom panel) as a func-
tion of the mass of their host halo. The vertical line illustrates the
halo mass-resolution limit of our simulation, Mmin

halo. Galaxies can
thus only form in haloes more massive than Mmin

halo. For a given halo
mass, galaxies can span a wide range of properties, i.e. stellar mass
or Lyα emission, depending on their own accretion and star forma-
tion history. Hence, it is not straightforward to assess the galaxy
mass or Lyα luminosity resolution limit. For the purpose of this
paper, we consider the brightest intrinsic Lyα luminosity displayed
by galaxies residing in the least massive haloes as a proxy for the
Lyα luminosity resolution limit. From Fig. 3, we find this value to
be ≈2 × 1040 erg s−1 at z = 3 and ≈7 × 1040 erg s−1 at z = 6,
corresponding approximatively to the same Lyα flux of ≈2 × 10−19

erg s−1 cm−2 at both redshifts. Thus, we expect our samples of mock
LAEs to be statistically complete for this current study.

In addition, we note that gas accretion can be suppressed within
low-mass DM haloes as a result of photoheating of the IGM by
a UV background during reionization (e.g. Efstathiou 1992). Us-
ing high-resolution hydrodynamic simulations, Okamoto, Gao &
Theuns (2008) have shown that this effect becomes significant
for haloes below a characteristic mass, MC(z). MC(z) ≈ 109 and
MC(z) ≈ 2 × 108 M⊙ at z = 3 and 6, respectively. These values are
below the minimum halo mass we can resolve in our simulation, so
we assume that photoheating of the IGM would have a negligible
impact on the baryonic content of our haloes, and we do not take it
into account in our model.

MNRAS 455, 3436–3452 (2016)
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Figure 2. Relation between stellar mass (Mstar) and SFR at z ≈ 3, 4, 5, and 6. In black, we show the median SFR per bin of stellar mass along with the
10th–90th percentiles for galaxies with 109 < (Mstar/M⊙) < 1011. The dotted, solid, and dashed curves correspond to UV magnitude cuts of M1500 < −19,
M1500 < −20, and M1500 < −21, respectively. The red dashed line and the blue triangles correspond to the data from Kajisawa et al. (2010) and Salmon et al.
(2015), respectively.

computed from the SEDs, λα = 1215.67 Å is the Lyα wavelength
at line centre, c is the speed of light, hp the Planck constant. The
intrinsic Lyα line is described by a Gaussian centred on λα with a
width given by the rotational velocity of the emission sources in the
galaxy (see section 3.1 in Garel et al. 2012).

To account for the Lyα radiation transfer (RT) and dust extinc-
tion, we compute the escape of Lyα photons through galactic out-
flows. To do so, we combine the output of GALICS with the grid of
Lyα RT models in spherical expanding shells presented in Schaerer
et al. (2011). In these simulations, run with a 3D Monte Carlo code
(MCLya; Verhamme, Schaerer & Maselli 2006), the thin spherical
expanding shells of gas and dust are characterized by four param-
eters: the expansion velocity, the gas column density, the internal
velocity dispersion, and the dust opacity. These parameters are es-
timated for each galaxy using simple scaling arguments connected
to the output of GALICS as described in section 3.2.2 of Garel et al.
(2012) and section 2 of Garel et al. (2015). We then compute the
Lyα escape fraction by interpolating the shell parameters predicted
by GALICS on to the MCLya grid to obtain the observedLyα lumi-
nosity, LLyα , and Lyα flux, FLyα = LLyα/(4πd2

L(z)) where dL(z), is
the luminosity distance at redshift z.

The above escape fraction only accounts for internal attenuation
of Lyα photons (i.e. dust absorption in the shell). Nevertheless, in-
teractions with H I gas along the line of sight may affect the blue
side of the Lyα line, and then reduce the transmitted Lyα flux, es-
pecially at the highest redshifts. We have tested the effect of IGM
on the Lyα lines using the prescriptions of Madau (1995) and Inoue
et al. (2014) which compute the mean Lyα transmission from obser-
vational statistics of intergalactic absorbers. In our model, the Lyα

lines are Doppler-shifted away from line centre due to RT in the
shell, such that most photons emerging from our galaxies have λ >

1215.67 Å in the rest-frame of the source. The intervening neutral
gas is transparent to these photons, and we find that the IGM has no
noticeable impact on our Lyα fluxes even at z ≈ 7 (see section 3.2
of Garel et al. 2015 and section 4.4 of Garel et al. 2012 for more de-
tails). This modelling of the effect of IGM remains somehow crude,
and a more realistic scenario would require a detailed description of
the gas distribution, kinematics, or ionization state, which is beyond
the capabilities of our semi-analytic approach. We note that the H I

opacity may also affect the red side of the Lyα line due to peculiar
gas motions in the surroundings of galaxies (e.g. infalls), or strong
damping wings in a highly neutral Universe (i.e. before reioniza-
tion is complete), which can thus reduce the overall transmitted

Lyα fluxes (e.g. Dijkstra, Lidz & Wyithe 2007; Iliev et al. 2008;
Dayal et al. 2011; Laursen, Sommer-Larsen & Razoumov 2011;
Jensen et al. 2013). We also note that faint LAEs might be more
strongly attenuated than bright LAEs in inhomogeneously ionized
IGM models at z > 6 since bright sources are thought to sit in larger
H II bubbles at the EoR, which may flatten the Lyα LF towards faint
luminosities (Furlanetto, Zaldarriaga & Hernquist 2006; McQuinn
et al. 2007).

2.5 Mass resolution of the simulation

MUSE is expected to carry out very deep Lyα observations, down
to F limit

Lyα ≈ 4 × 10−19 erg s−1 cm−2. In order to make reliable sta-
tistical predictions, we want to ensure that we have sufficient mass
resolution to produce complete samples of LAEs with FLyα ≥ F limit

Lyα .
In Fig. 3, we show the predicted intrinsic Lyα luminosity/flux of
galaxies at z = 3 (top panel) and = 6 (bottom panel) as a func-
tion of the mass of their host halo. The vertical line illustrates the
halo mass-resolution limit of our simulation, Mmin

halo. Galaxies can
thus only form in haloes more massive than Mmin

halo. For a given halo
mass, galaxies can span a wide range of properties, i.e. stellar mass
or Lyα emission, depending on their own accretion and star forma-
tion history. Hence, it is not straightforward to assess the galaxy
mass or Lyα luminosity resolution limit. For the purpose of this
paper, we consider the brightest intrinsic Lyα luminosity displayed
by galaxies residing in the least massive haloes as a proxy for the
Lyα luminosity resolution limit. From Fig. 3, we find this value to
be ≈2 × 1040 erg s−1 at z = 3 and ≈7 × 1040 erg s−1 at z = 6,
corresponding approximatively to the same Lyα flux of ≈2 × 10−19

erg s−1 cm−2 at both redshifts. Thus, we expect our samples of mock
LAEs to be statistically complete for this current study.

In addition, we note that gas accretion can be suppressed within
low-mass DM haloes as a result of photoheating of the IGM by
a UV background during reionization (e.g. Efstathiou 1992). Us-
ing high-resolution hydrodynamic simulations, Okamoto, Gao &
Theuns (2008) have shown that this effect becomes significant
for haloes below a characteristic mass, MC(z). MC(z) ≈ 109 and
MC(z) ≈ 2 × 108 M⊙ at z = 3 and 6, respectively. These values are
below the minimum halo mass we can resolve in our simulation, so
we assume that photoheating of the IGM would have a negligible
impact on the baryonic content of our haloes, and we do not take it
into account in our model.
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Figure 2. Relation between stellar mass (Mstar) and SFR at z ≈ 3, 4, 5, and 6. In black, we show the median SFR per bin of stellar mass along with the
10th–90th percentiles for galaxies with 109 < (Mstar/M⊙) < 1011. The dotted, solid, and dashed curves correspond to UV magnitude cuts of M1500 < −19,
M1500 < −20, and M1500 < −21, respectively. The red dashed line and the blue triangles correspond to the data from Kajisawa et al. (2010) and Salmon et al.
(2015), respectively.

computed from the SEDs, λα = 1215.67 Å is the Lyα wavelength
at line centre, c is the speed of light, hp the Planck constant. The
intrinsic Lyα line is described by a Gaussian centred on λα with a
width given by the rotational velocity of the emission sources in the
galaxy (see section 3.1 in Garel et al. 2012).

To account for the Lyα radiation transfer (RT) and dust extinc-
tion, we compute the escape of Lyα photons through galactic out-
flows. To do so, we combine the output of GALICS with the grid of
Lyα RT models in spherical expanding shells presented in Schaerer
et al. (2011). In these simulations, run with a 3D Monte Carlo code
(MCLya; Verhamme, Schaerer & Maselli 2006), the thin spherical
expanding shells of gas and dust are characterized by four param-
eters: the expansion velocity, the gas column density, the internal
velocity dispersion, and the dust opacity. These parameters are es-
timated for each galaxy using simple scaling arguments connected
to the output of GALICS as described in section 3.2.2 of Garel et al.
(2012) and section 2 of Garel et al. (2015). We then compute the
Lyα escape fraction by interpolating the shell parameters predicted
by GALICS on to the MCLya grid to obtain the observedLyα lumi-
nosity, LLyα , and Lyα flux, FLyα = LLyα/(4πd2

L(z)) where dL(z), is
the luminosity distance at redshift z.

The above escape fraction only accounts for internal attenuation
of Lyα photons (i.e. dust absorption in the shell). Nevertheless, in-
teractions with H I gas along the line of sight may affect the blue
side of the Lyα line, and then reduce the transmitted Lyα flux, es-
pecially at the highest redshifts. We have tested the effect of IGM
on the Lyα lines using the prescriptions of Madau (1995) and Inoue
et al. (2014) which compute the mean Lyα transmission from obser-
vational statistics of intergalactic absorbers. In our model, the Lyα

lines are Doppler-shifted away from line centre due to RT in the
shell, such that most photons emerging from our galaxies have λ >

1215.67 Å in the rest-frame of the source. The intervening neutral
gas is transparent to these photons, and we find that the IGM has no
noticeable impact on our Lyα fluxes even at z ≈ 7 (see section 3.2
of Garel et al. 2015 and section 4.4 of Garel et al. 2012 for more de-
tails). This modelling of the effect of IGM remains somehow crude,
and a more realistic scenario would require a detailed description of
the gas distribution, kinematics, or ionization state, which is beyond
the capabilities of our semi-analytic approach. We note that the H I

opacity may also affect the red side of the Lyα line due to peculiar
gas motions in the surroundings of galaxies (e.g. infalls), or strong
damping wings in a highly neutral Universe (i.e. before reioniza-
tion is complete), which can thus reduce the overall transmitted

Lyα fluxes (e.g. Dijkstra, Lidz & Wyithe 2007; Iliev et al. 2008;
Dayal et al. 2011; Laursen, Sommer-Larsen & Razoumov 2011;
Jensen et al. 2013). We also note that faint LAEs might be more
strongly attenuated than bright LAEs in inhomogeneously ionized
IGM models at z > 6 since bright sources are thought to sit in larger
H II bubbles at the EoR, which may flatten the Lyα LF towards faint
luminosities (Furlanetto, Zaldarriaga & Hernquist 2006; McQuinn
et al. 2007).

2.5 Mass resolution of the simulation

MUSE is expected to carry out very deep Lyα observations, down
to F limit

Lyα ≈ 4 × 10−19 erg s−1 cm−2. In order to make reliable sta-
tistical predictions, we want to ensure that we have sufficient mass
resolution to produce complete samples of LAEs with FLyα ≥ F limit

Lyα .
In Fig. 3, we show the predicted intrinsic Lyα luminosity/flux of
galaxies at z = 3 (top panel) and = 6 (bottom panel) as a func-
tion of the mass of their host halo. The vertical line illustrates the
halo mass-resolution limit of our simulation, Mmin

halo. Galaxies can
thus only form in haloes more massive than Mmin

halo. For a given halo
mass, galaxies can span a wide range of properties, i.e. stellar mass
or Lyα emission, depending on their own accretion and star forma-
tion history. Hence, it is not straightforward to assess the galaxy
mass or Lyα luminosity resolution limit. For the purpose of this
paper, we consider the brightest intrinsic Lyα luminosity displayed
by galaxies residing in the least massive haloes as a proxy for the
Lyα luminosity resolution limit. From Fig. 3, we find this value to
be ≈2 × 1040 erg s−1 at z = 3 and ≈7 × 1040 erg s−1 at z = 6,
corresponding approximatively to the same Lyα flux of ≈2 × 10−19

erg s−1 cm−2 at both redshifts. Thus, we expect our samples of mock
LAEs to be statistically complete for this current study.

In addition, we note that gas accretion can be suppressed within
low-mass DM haloes as a result of photoheating of the IGM by
a UV background during reionization (e.g. Efstathiou 1992). Us-
ing high-resolution hydrodynamic simulations, Okamoto, Gao &
Theuns (2008) have shown that this effect becomes significant
for haloes below a characteristic mass, MC(z). MC(z) ≈ 109 and
MC(z) ≈ 2 × 108 M⊙ at z = 3 and 6, respectively. These values are
below the minimum halo mass we can resolve in our simulation, so
we assume that photoheating of the IGM would have a negligible
impact on the baryonic content of our haloes, and we do not take it
into account in our model.
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f trans – depends on the detailed properties of the H I in outflows
in galaxies at these redshifts. This underlines one of our conclu-
sions presented in Section 4 (also see Section 3.1) that it is crucial
to understand the gas kinematics in the ISM (and/or circumgalactic
medium) of high-redshift galaxies in order to infer the properties of
the IGM from the observed Lyα flux.

Our main results regarding galaxies during the later stages of –
and after – reionization (z ! 8) require less (or no) extrapolation to
higher redshifts, and practically do not depend at all on the precise
underlying model of the Lyα line shape. Instead, these results rely
only on the fact that the observed Lyα line shape can extend to
frequencies that lie well beyond "v ∼ 500 km s−1 out to z = 5.5
(Vanzella et al. 2010).

It has been argued that radiation pressure on dust grains – which
in turn are coupled to the interstellar gas – provides an important
source of pressure in the ISM of galaxies, and that the observed
outflows in galaxies are driven predominantly by radiation pressure
(see e.g. Murray, Quataert & Thompson 2005). Given that the high-
est redshift galaxies likely contained little dust (see Section 3.3),
radiation pressure may be less important in these galaxies, and out-
flows could be weakened significantly. Interestingly, especially in
these first galaxies, a significant fraction (∼20 per cent) of the total
bolometric luminosity of the galaxy is Lyα line radiation. If this ra-
diation is ‘trapped’ by a large column of H I gas, then the radiation
pressure exerted by this Lyα radiation itself becomes important in

driving the H I gas out (Dijkstra & Loeb 2008b), thereby enhancing
the detectability of the Lyα emission.

4 C O N C L U S I O N S

The next generation of telescopes aim to directly observe the first
generation of galaxies that initiated the reionization of our Universe.
The Lyα emission line is robustly predicted to be the most promi-
nent intrinsic spectral feature of these galaxies. In this paper we
investigated the prospects for detecting this Lyα emission, taking
account of radiative transfer effects that are likely to occur in the
ISM of these galaxies.

Observed interstellar metal absorption lines (Si II, O I, C II, Fe II

and Al II) in LBGs are typically strongly redshifted relative to the
galaxies’ systemic velocity, while the Lyα emission line is strongly
redshifted (Section 1). This suggests that large-scale outflows are
ubiquitous in LBGs (Shapley et al. 2003; Steidel et al. 2010). Fur-
thermore, scattering of Lyα photons by H I in outflows appears to
facilitate the escape of Lyα photons from galaxies (Kunth et al.
1998; Atek et al. 2008; see Section 3.3), and has successfully ex-
plained the observed Lyα line shapes in Lyα emitting galaxies at
z = 3–6 (e.g. Verhamme et al. 2006, 2008; Vanzella et al. 2010).
Scattering off outflows of interstellar H I gas can shift Lyα photons
to the red side of the line before it reaches the IGM (Fig. 3). At

Figure 6. Schematic explanation for why outflows promote the detectability of Lyα emission from galaxies surrounded by significant amounts of neutral
intergalactic gas. In the top panel a galaxy is surrounded by a large bubble of ionized gas, which in turn is surrounded by neutral intergalactic gas. Lyα emission
from this galaxy redshifts away from resonance as it propagates freely through the H II bubble (as indicated by the line colour). Once the Lyα photons reach
the neutral IGM, they have redshifted far from resonance where the Gunn–Peterson optical depth is reduced tremendously (see equation 2). Because of the
reduced GP optical depth, some fraction of the emitted Lyα is transmitted to the observer without scattering in the IGM. In this drawing, the thickness of the
line represents the specific intensity of the Lyα radiation field. The bottom panel shows the outflows surrounding star-forming regions (represented by the
expanding ring. The far side is receding from the observer and has a larger redshift, which is represented by the colour) can Doppler boost Lyα photons to
frequencies redwards of the Lyα resonance. In this scenario, a non-negligible fraction of Lyα can propagate directly to the observer without the H II bubble.
(See the online version of this article for the colour figure.)

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 408, 352–361
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Figure 2. Lyα LFs at z ≈ 3, 3.7, 4.7, 5.7, 6.5, and 7. The solid (dashed) line is the model with (without, i.e. intrinsic) dust. Symbols are observational data
from van Breukelen, Jarvis & Venemans (2005, red diamonds, 2.3 < z < 4.6), Gronwall et al. (2007, brown triangles, z = 3.1), Ouchi et al. (2003, 2008, 2010,
green squares, z = 3.1, 3.7, 4.9, 5.7 and 6.6), Blanc et al. (2011, blue asterisks, 2.8 < z < 3.8), Rauch et al. (2008, orange circles, 2.67 < z < 3.75), Cassata
et al. (2011, purple downward triangles, z ≈ 3, 4, 6), Dawson et al. (2007, black crosses, z = 4.5), Wang et al. (2009, red asterisks, z = 4.5), Shioya et al.
(2009, black triangles, z = 4.9), Henry et al. (2012, orange crosses, z = 5.7), Shimasaku et al. (2006, brown circles, z = 5.7), Hu et al. (2010, red triangles,
z = 5.7 and 6.6), Ajiki et al. (2003, 2004, 2006, light blue triangles, z = 5.7), Murayama et al. (2007, orange triangles, z = 5.7), Malhotra & Rhoads (2004,
blue dotted line, z = 6.5), Kashikawa et al. (2011, purple dotted line, z = 6.5), Shibuya et al. (2012, orange stars, z ≈ 7), Hibon et al. (2012, purple triangles, z

≈ 7), Iye et al. (2006, black asterisk, z ≈ 7) and Vanzella et al. (2011, green crosses, z ≈ 7).

et al. (2011) who measure a density of LAEs a few times lower for a
similar detection limit (LLyα ! 1041 erg s−1 at z ≈ 3). Cosmic vari-
ance effects, due to the rather small and elongated volumes that are
probed, as well as incompleteness issues or slit losses may explain
the discrepancy between both measurements. Larger homogeneous
data sets are therefore still needed to better constrain the Lyα LF at
the faint end. This will be one of the key objectives of forthcom-
ing instruments like the Multi Unit Spectrograph Explorer (MUSE;
Bacon et al. 2006) which recently started to operate at VLT. We will
address these issues in more details in a next paper (Garel et al., in
preparation).

At z ≈ 5.7 and 6.5, the EW cuts employed in NB surveys are
small (≈15–25 Å) so the impact on the selection of LAEs should be
minor. As can be seen from Fig. 2, the shape and the normalization
of the observed Lyα LF at z ≈ 5.7 and 6.5 varies significantly
from one survey to another, and our model agrees better with the
lower end of the envelope of data points. For instance, at z ≈ 6.5,
while our model reproduces nicely the observed LFs of Hu et al.
(2010, red diamonds in Fig. 2), it underpredicts by a factor of 2–4
the number densities of Ouchi et al. (2008, 2010, green squares)
and Kashikawa et al. (2011, purple dotted line). The LF of Hu et al.
(2010) was computed from their spectroscopic sample and they find
that only ≈50 per cent of the LAE candidates could be confirmed by
spectroscopy. To explain the difference between the LFs, Hu et al.
(2010) argue that the photometric samples of Ouchi et al. (2010)
might contain high fractions of interlopers. However, Kashikawa
et al. (2011) report that the rate of contamination in the photometric

sample of Taniguchi et al. (2005) at z ≈ 6.5 is less than 20 per cent,
and their LF is in much better agreement with the results of Ouchi
et al. (2010) than those of Hu et al. (2010). Kashikawa et al. (2011)
claim that the difference may come from the lack of completeness
at the faint end in the sample of Hu et al. (2010), due to the shallow
depth of their spectroscopic follow-up survey.

Therefore, we conclude that our model is in agreement with
observations at z ! 6 only when comparing with the data that
report the lowest densities of sources at the bright end of the LF. A
weaker of effect of dust, or higher intrinsic Lyα luminosities would
be required to match the data of Ouchi et al. (2010) or Kashikawa
et al. (2011).

We note that we do not take the effect of the IGM into account in
our model whereas it is well known that neutral hydrogen atoms can
scatter photons on the blue side of the Lyα resonance off the line
of sight. This could strongly reduce the transmitted Lyα flux, espe-
cially at z ! 6. However, as already shown by e.g. Santos (2004) and
Dijkstra & Wyithe (2010), Lyα radiative transfer through gas out-
flows can Doppler-shift Lyα photons towards longer wavelengths
and then considerably reduce the impact of IGM. In Paper I (sec-
tion 4.4), we used the prescription of Madau (1995) to compute the
mean contribution of the Lyα forest as a function of redshift. We
showed that the IGM had a negligible impact on the Lyα luminosi-
ties of galaxies in our model up to z ≈ 5 because of the peak of the
Lyα lines being redshifted sufficiently away from line centre by the
scattering in the expanding shells. Here, we did a similar test, and
we found that the Lyα LFs up to redshift 7 remain unaffected by

MNRAS 450, 1279–1294 (2015)
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Garel+15R. Bacon et al.: The MUSE Hubble Ultra Deep Field Survey. I.

science results. Paper I focuses on the details of the observations,
data reduction, performance assessment and source detection. In
Paper II (Inami et al. 2017) we describe the redshift analysis and
provide the source catalog. In Paper III (Brinchmann et al. 2017)
we investigate the photometric redshifts properties of the sam-
ple. The properties of CIII] emitters as Ly↵ alternative for red-
shift confirmation of high-z galaxies are discussed in Paper IV
(Maseda et al. 2017). In Paper V (Guérou et al. 2017) we ob-
tain spatially resolved stellar kinematics of galaxies at z ⇡ 0.2–
0.8 and compare their kinematical properties with those inferred
from gas kinematics. The faint end of the Ly↵ luminosity func-
tion and its implication for reionization are presented in Paper VI
(Drake et al. 2017b). The properties of Fe ii* emission, as tracer
of galactic winds in star-forming galaxies is presented in Pa-
per VII (Finley et al. 2017b). Extended Ly↵ haloes around indi-
vidual Ly↵ emitters are discussed in Paper VIII (Leclercq et al.
2017). The first measurement of the evolution of galaxy merger
fraction up to z ⇡ 6 is presented in Paper IX (Ventou et al. 2017)
and a detailed study of Ly↵ equivalent widths properties of the
Ly↵ emitters is discussed in Paper X (Hashimoto et al. 2017).

The paper is organized as follows. After the description of
the observations (Sect. 2), we explain the data reduction pro-
cess in detail (Sect. 3). The astrometry and broadband photo-
metric performances are discussed in Sect. 4. We then present
the achieved spatial and spectral resolution (Sect. 5), including
an original method to derive the spatial PSF when there is no
point source in the field. Following that, we investigate in Sect. 6
the noise properties in detail and derive an estimate of the lim-
iting emission line source detection. Finally, we explain how we
perform source detection and describe an original blind search
algorithm for emission line objects (Sect. 7). A summary con-
cludes the paper.

2. Observations

The HUDF was observed over eight GTO runs over two years:
September, October, November and December 2014, August,
September, October, and December 2015 and February 2016. A
total of 137 h of telescope in dark time and good seeing condi-
tions have been used for this project. This is the equivalent to
116 h of open shutter time which translates to 85% e�ciency
when including the overheads.

2.1. The medium deep mosaic field

We covered the HUDF region with a mosaic of nine MUSE
fields (UDF-01 through UDF-09, respectively) oriented at a PA
of �42� as shown in Fig. 1. Each MUSE field is approximately a
square 1 ⇥ 1 arcmin2 in area. The dithering pattern used is simi-
lar to the HDFS observation scheme (Bacon et al. 2015): that is,
a set of successive 90� instrument rotations plus random o↵sets
within a 200 square box.

Given its declination (�27�4702900), the UDF transits very
close to zenith in Paranal. When approaching zenith, the rotation
speed of the instrument optical derotator increases significantly
and its imperfect centering produces a non negligible wobble.
However, MUSE has the ability to perform secondary guiding,
using stars positioned in a circular ring around the field of view.
Image of these stars are a↵ected by the derotator wobble in the
same way as the science field, so their shapes can be used to cor-
rect for the extra motion. The use of a good slow-guiding star
is therefore very important in maintaining field-centering during
an exposure, in order to get the best spatial resolution. Thus, the
location of each field in the mosaic was optimized to not only

Fig. 1. Field location and orientation for the mosaic (UDF01�09, in
blue) and UDF10 (in red) fields, overlaid on the HST ACS F775W im-
age. The green rectangle indicates the XDF/HUDF09/HUDF12 region
containing the deepest near-IR observations from the HST WFC3/IR
camera. The magenta circle display the deep ALMA field from the
ASPECS pilot program (Walter et al. 2016). North is located 42� clock-
wise from the vertical axis.

Fig. 2. Final exposure map images (averaged over the full wavelength
range) in hours for the udf-10 and mosaic fields. The visible stripes
correspond to regions of lower integration due to the masking process
(see Sect. 3.1.3).

provide a small overlap with adjacent fields but also to keep the
selected slow-guiding star within the slow-guiding region dur-
ing the rotation+dither process. Unfortunately, only a fraction
of the fields have an appropriate slow-guiding star within their
boundaries (UDF-02, 04, 07, and 08). Therefore, we preferen-
tially observed these fields when the telescope was near zenith,
while the others were observed when the zenith angle was larger
than 10�.

The integration time for each exposure was 25 min. This
is long enough to reach the sky-noise-limited regime, even in
the blue range of the spectrum, but still short enough to limit
the impact of cosmic rays. Including the overheads it is pos-
sible to combine two exposures into an observing block span-
ning approximately 1 h. A total of 227 25-min exposures were
performed in good seeing conditions. A few exposures were
repeated when the requested conditions were not met (e.g., poor
seeing or cirrus absorption). As shown in Fig. 2 and taking
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Predictions for MUSE 
surveys in the HUDF Lya LF from MUSE 9

Figure 6. Comparison of our differential luminosity function to predictions
from the semi-analytic model of Garel et al. 2015 (similar to those shown
in Garel et al. 2016 but adapted to our survey volume). The error on the
model prediction is the standard deviation from 1000 realisations of the
mock lightcones produced by the model of Garel et al. (2015). The major
component of this scatter comes from relative cosmic variance defined as
the scatter in excess of that predicted by Poisson shot noise.

duced, but our data will still be deep enough to probe well below
the knee of the luminosity function.

6 DISCUSSION

6.1 Luminosity Functions from Different Flux Estimates

In Section 3 we highlighted the difficulties of flux estimation from
long-slit spectroscopy, in addition to the problems that arise from
small aperture photometry. Figure 2 demonstrates how an aperture
of diameter 2 arcseconds misses a great deal of flux for LAEs,
which are known to exhibit extended emission. Here, in Figure 7,
we examine the effect that each of these approaches to the flux
measurement has on our resultant luminosity function. The lumi-
nosity function from FC.o.G (shown in the large light blue circles)
is the same that we show in Figure 4, and the luminosity function
from F200 is shown on the same axes in smaller dark blue circles.
Changing the method of flux estimation means that objects jump
between bins giving a different impression of the luminosity range
under study. In the brightest overlap bin at log10(L) = 42.57, the
value of f (FC.o.G) is significantly above f (F200 ) as the measured
flux of many objects has increased. In the faintest overlap bin how-
ever the opposite effect is seen, since some objects have shifted out
of the bin towards higher measured luminosities. Notably the value
of f (F200 in this bin is in very good agreement with the value found
in most literature studies. Realistic flux estimates will be of even
greater importance when it comes to assessing the faint end slope,
and so we re-assert their importance here.

6.2 Test for Evolution

Many studies have looked for signs of redshift-evolution in the ob-
served Lya luminosity function. van Breukelen et al. (2005), Shi-
masaku et al. (2006), Ouchi et al. (2008) and Cassata et al. (2011)
all concluded that there was no evidence of such evolution in their

Figure 7. Luminosity functions from two different methods of estimating
the total LAE flux. The small dark blue circles give values of f for pho-
tometry from a 2-arcsecond diameter aperture, and large light blue circles
show values of f from a curve of growth analysis of total LAE flux. Due
to objects shifting between bins the central measurements are in agreement,
but the two approaches give different impressions of the luminosity range
being studied, and will make a significant difference to measurements of
the faint-end slope.

data. Here, with our small sample of objects, we can only make a
crude attempt to look for evolution between z = 6.64 and z = 2.91.
We split the sample into high- and low-redshift subsets at the centre
of the LAE redshift range and compare the two halves of the data,
the number densities of objects in the two subsets can be seen in
Figure 8. We see very little difference between the two halves, and
indeed in each of the luminosity bins populated by both samples,
the values of f are within the error bars of one another. As an ad-
ditional check, we use a two-sample Kolmogorov-Smirnov test on
the two distributions of volume-corrected luminosities (i.e. the val-
ues of 1/Vmax) and find a two-tailed p-value of p = 3.345⇥ 10�9

meaning we cannot discount the null hypothesis that the two dis-
tributions were drawn from the same underlying population. We
conclude that there is no evidence of strong evolution between the
two halves of the data – consistent with literature results – but note
that we are limited by the small numbers of objects here, and a
re-examination of the question is warranted with a richer dataset
(Drake et al., in prep).

6.3 Limitations of our Study

Clearly our interpretation of the luminosity function is restricted
by the small number of objects presented here, and the limitations
of the 1/Vmax estimator. Although the faint-end of our luminosity
function is broadly consistent with previous studies, our sample is
not rich enough to constrain the steepness of the slope. In Drake et
al., (in prep) we will dramatically increase the size of our dataset
using LAEs in the Hubble Ultra Deep Field (HUDF) including
several hundred sources from the MUSE HUDF 9⇥ 9 square ar-
cminute “mosaic” field. As discussed in Section 5.4, Garel et al.
(2016) demonstrated that a study of this size and depth is the ideal
survey design to examine the bulk of LAEs, while minimising the
contribution of cosmic variance. In two complementary studies, the
MUSE-WIDE program will substantially beat down statistics at
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Connect high-z galaxies to local 
objects using merger trees 
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The host haloes of LAEs and their descendants

Mass distribution of the 
host haloes of z ~ 6 
LAEs in MUSE surveys

Mass distribution of their 
descendants at z = 0

MW halo

Bright LAEs at z=6 —-> group/cluster galaxy haloes at z=0 

Faint LAEs at z=6  —-> L* galaxy haloes at z=0

z=6 Garel+16
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z
15 6 3 2 01

1100

Big Bang

Lyα as a tracer of reionisation ? 

Test I

Strong evolution of the Lyα LF 
at z~6-7 due IGM attenuation? 

Test II
Large ionised bubbles around massive 

haloes (inside-out scenario)

=> visible LAEs more "clustered" at EoR
(clustering boost)

No Lyα attenuation by IGM during in EoR in GALICS : part of intrinsic evolution?
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=> no apparent evolution (3 < z < 5.7) 

=> L* decrease by ~ 30% (5.7 < z < 6.6) 

=>          ≃ 0.4 at z=6.6 if due to IGM only

876 OUCHI ET AL. Vol. 723

Table 3
Lyα Luminosity Function

z φ∗ L∗
Lyα

a α χ2
r nobs ρobs

Lyα ρtot
Lyα

(10− 4 Mpc− 3) (1042 erg s− 1) (10− 4 Mpc− 3) (1039 erg s− 1 Mpc− 3) (1039 erg s− 1 Mpc− 3)
(1) (2) (3) (4) (5) (6) (7) (8)

6.6 8.5+3.0
− 2.2 4.4+0.6

− 0.6 − 1.5(fix) 1.60 4.1+0.9
− 0.8 1.9+0.5

− 0.4 6.6+1.0
− 0.8

Notes. (1) Redshift; (2)–(4) best-fit Schechter parameters for φ∗ and L∗
Lyα , respectively, α is fixed to − 1.5; (5) reduced χ2 of the fitting; (6)–(7)

number densities and Lyα luminosity densities calculated with the best-fit Schechter parameters down to the observed limit of Lyα luminosity, i.e.,
log LLyα = 42.4 erg s− 1; (8) inferred total Lyα luminosity densities integrated down to LLyα = 0 with the best-fit Schechter parameters.
a L∗

Lyα is the apparent value, i.e., observed Lyα luminosity with no correction for IGM absorption.

recently reported for z = 2–6 LAEs (Cassata et al. 2010; see
also Rauch et al. 2008) as well as z ∼ 7 dropouts (e.g., Ouchi
et al. 2009b; Oesch et al. 2010; McLure et al. 2010). The best-fit
parameters for α = − 1.7 are φ∗ = 6.9+2.6

− 1.9 × 10− 4 Mpc− 3 and
L∗

Lyα = 4.9+0.9
− 0.7 × 1042 erg s− 1. Note that our data point at the

bright end (log L(Lyα) = 43.5 erg s− 1) appears to exceed the
best-fit Schechter function in Figure 6, although the data point
is consistent with the best-fit Schechter function within the error
bar that extends down to 0. This excess data point is solely made
by one exceptional LAE that is an extended giant LAE, Himiko,
reported in Ouchi et al. (2009a).

3.4. Evolution of Lyα Luminosity Function

Figure 7 compares our Lyα LF of LAEs at z = 6.6 with those
at z = 3.1 and 5.7. Note that these low-z LFs are derived from
large LAE samples of wide-field SXDS (Ouchi et al. 2008)
with the same procedures (including cosmic variance errors)
and similar data sets taken with the same instrument. In this
sense, there are little systematics among different redshift results
caused by the sample selection and measurement technique.
While the LFs do not change within error bars from z = 3.1
to 5.7 (Ouchi et al. 2008), the LF decreases from z = 5.7
to 6.6 beyond sizes of errors, i.e., uncertainties of statistics
and cosmic variance. To quantify this decrease, we present
in Figure 8 error ellipses of Schechter parameters of LFs at
z = 6.6, together with those at z = 5.7 from Ouchi et al.
(2008). Figure 8 shows that error contours of z = 6.6 and 5.7
differ at the >90% significance level. Even if we consider the
maximum effect of contamination (Section 3.1), there exists a
significant evolution of the Lyα LF. Because a contamination
correction pushes down our z = 6.6 LAE LF toward low number
density in Figure 7, an inclusion of contamination correction
even strengthens the evolutionary tendency. The EW0 limit of
our z = 6.6 LAE sample is !14 Å, which is different from and
smaller than that of the z = 5.7 LAE sample (EW0 ! 27 Å;
Ouchi et al. 2008) by ∆EW0 ≃ 10 Å. Ouchi et al. (2008)
have investigated a possible false evolution given by a choice
of EW0 limit for LAE samples at different redshifts. They
use LAE samples at z = 3–6 whose EW0 limits differ by
30 Å (EW0 ! 30–60 Å), and fit a number–EW0 distribution
of the samples with a Gaussian function to obtain inferred
Schechter parameters for all z = 3–6 LAE samples with the
same EW0 limit of EW0 = 0. Ouchi et al. (2008) find that the
inferred φ∗ is different from the original φ∗ by only " 10%,
and claim that the choice of EW0 limits provides negligible
impact on the results of Lyα LF evolution. This is true if the
difference of the EW0 limit is much smaller than the best-fit
Gaussian sigma of the number–EW0 distribution (!130 Å for
z = 3–6; Ouchi et al. 2008). Although we cannot carry out
the similar investigation for our z = 6.6 sample due to poorly

Figure 7. Evolution of Lyα LFs up to z = 6.6. Red filled circles are the best
estimates of z = 6.6 LAEs from the entire SXDS sample and red solid line is the
best-fit Schechter function of z = 6.6 LAEs. Blue filled circles and the solid line
are data points and the best-fit Schechter function, respectively, of z = 5.7 LAEs
given by Ouchi et al. (2008). Note that the error bars of z = 6.6 and 5.7 data
points (red and blue filled circles) represent uncertainties from statistics and
cosmic variance. The cyan solid line is the best-fit Schechter function of z =
3.1 LAEs (Ouchi et al. 2008). The LF decreases from z = 5.7 to 6.6 significantly,
while no significant evolution can be found between z = 3.1 and 5.7. For
comparison, we plot LF estimates from each of the five ∼ 0.2 deg2 subfields
with the same open symbols as found in Figure 6. These open symbols illustrate
that with the data of a single ∼ 0.2 deg2 field alone (e.g., open circles down to
log LLyα ≃ 42.6), which is a typical survey size of previous studies, it is difficult
to distinguish whether or not z = 6.6 LFs show evolution (decrease) with respect
to z = 5.7. Dashed and dotted lines represent the best-fit Schechter functions
to our z = 6.6 LF with a φ∗ and L∗ fixed to that of z = 5.7, respectively.

constrained EW0 values of our LAEs (see Section 6.1.1 for
more details), it is very likely that the bias introduced by the
different EW0 limits (∆EW0 ≃ 10 Å) is smaller than that found
in Ouchi et al. (2008), " 10% corresponding to "0.04 dex
in φ∗. This small bias of " 0.04 dex does not affect to the
conclusion of LF decrease in Figure 8. Moreover, the conclusion
of LF decrease is probably, again, even strengthened, because
corrections for the incompleteness of the EW0 limits raise φ∗ of
the z = 5.7 sample (EW0 ! 27 Å) more than that of our z = 6.6
sample (EW0 ! 14 Å) in the case of the same number–EW0
distribution at z = 5.7 and 6.6. We plot error contours obtained
by Kashikawa et al. (2006) in Figure 8 for comparison. Because
the measurements of Kashikawa et al. (2006) do not include
cosmic variance errors, their contours are relatively small.

Although the errors of our measurements are not small,
Figure 8 implies that a decrease in L∗ would be the
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The clustering of Lyman alpha emitters at z ⇡ 7z ⇡ 7z ⇡ 7:
implications for reionization and host halo masses

Emanuele Sobacchi1? & Andrei Mesinger1
1

Scuola Normale Superiore, Piazza dei Cavalieri 7, 56126 Pisa, Italy

13 May 2015

ABSTRACT
The Ly↵ line of high-redshift galaxies has emerged as a powerful probe of both early galaxy
evolution and the epoch of reionization (EoR). Motivated by the upcoming wide-field survey
with the Subaru Hyper Supreme-Cam (HSC), we study the angular correlation function (ACF)
of narrow-band selected, z ⇡ 7 Ly↵ emitting galaxies (LAEs). The clustering of LAEs is
determined by both: (i) their typical host halo masses, M̄h; and (ii) the absorption due to a
patchy EoR, characterized by an average neutral fraction of the intergalactic medium, x̄HI.
We bracket the allowed LAE ACFs by exploring extreme scenarios for both the intrinsic Ly↵
emission and the large-scale pattern (i.e. morphology) of cosmic ionized patches in physical
EoR models. We confirm that current LAE ACF measurements imply that the Universe is
mostly ionized at z ⇡ 7, with x̄HI ⇠< 0.5 (1-�) even for an extremely conservative model of
intrinsic emission. The upcoming Ultra Deep campaign with the HSC could improve on these
constraints by tens of percent, or x̄HI ⇠< 0.3 if the mean value of the ACF remains unchanged.
The ACF at a fixed observed LAE number density and x̄HI is extremely insensitive to the
EoR morphology; distinguishing between different EoR models would therefore require more
accurate redshift determinations with spectroscopic follow-up observations. We also find that
the low values of the currently-observed ACF implies that LAEs are hosted by relatively small
dark matter halos, with M̄h ⇠< 1010M�. Combined with their observed number densities, this
implies a very low duty cycle ⇠< few per cent. These values are over an order of magnitude
lower than the analogous ones for color-selected, Lyman break galaxies at z ⇡ 7. We suggest
that this discrepancy could be due to the narrow-band LAEs searches preferentially selecting
a population of young, star-burst galaxies, residing in less massive halos.

Key words: cosmology: theory – early Universe – dark ages, reionization, first stars – galax-
ies: formation – high-redshift – evolution

1 INTRODUCTION

Although it is the last major phase change in the history of our Uni-
verse, the epoch of reionization (EoR) remains poorly explored.
The EoR is expected to be fairly extended and patchy, with the
growth of cosmic HII regions sourced by the birth of an increasing
number of early galaxies. Understanding this complex process re-
quires accurate statistics. Luckily, efforts are underway to increase
the sample of high-redshift (z ⇠> 6) objects serving as EoR probes,
such as quasars and galaxies, hopefully resulting in an unambigu-
ous EoR detection.

Some of the most important of these efforts are focused on Ly-
man alpha emitters (LAEs). Due to the significant Ly↵ opacity
of the neutral intergalactic medium (IGM), Lyman alpha emission
from galaxies located close to the edges of cosmic HII regions will
be strongly attenuated. Conversely, galaxies far from HII region

? email: emanuele.sobacchi@sns.it

edges will be less affected and therefore easier to observe. Thus the
EoR will impact both the observed number of LAEs as well as their
clustering properties.

The main difficulty in using LAEs as an EoR diagnostic lies in
the fact that we do not understand their intrinsic properties, such as
their Ly↵ luminosity, the profile of the Ly↵ lines, and the absorp-
tion within the local circumgalactic medium (CGM). These intrin-
sic properties can be degenerate with an EoR signature. Lacking
this a priori information on intrinsic properties, most modern stud-
ies focus on redshift evolution, with the implicit assumption that
most of the evolution is due to the EoR: a change in the volume-
average neutral fraction of the IGM, x̄HI. Indeed, both the fraction
of drop-out galaxies with strong Ly↵ emission and narrow-band
LAE surveys show a drop in these populations at z ⇠> 6, counter-
ing empirical trends from lower redshifts (e.g. Ouchi et al. 2010;
Kashikawa et al. 2011; Konno et al. 2014; Stark et al. 2010; Treu
et al. 2013; Schenker et al. 2014; Caruana et al. 2014; Pentericci
et al. 2014; Cassata et al. 2015). However, small-number statistics,
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Figure 5. Angular correlation functions of LAEs at z = 3.1 (top) and z = 6.6 (bottom) from 500 lightcones in order to illustrate
the e↵ect of cosmic variance on the clustering measurements. Left: Contamination fraction = 0%. Right: Contamination fraction
= 20%. At each redshift, LAEs were selected as in Figure 4.

xi = 1.0 (dot-dot-dashed line). We see that increasing the
contamination fraction in our models, and decreasing the
ionisation fraction in the models of McQuinn et al. (2007),
have a rather similar e↵ect on the ACF1. Indeed, for con-
tamination fractions from fi = 0 to 50 %, the amplitude
of the ACF predicted by our model spans a similar range
as the simulations of McQuinn et al. (2007) with xi = 0.5
to xi = 1. This comparison emphasises the importance
of measuring the ACF over clean samples in order to use
the clustering of LAEs to constrain the evolution of xi

and the EoR.
Furthermore, we have described interlopers only

1 We note that the comparison shown here is purely illustrative
because the models of McQuinn et al. (2007) only assume ha-
los more massive than 7⇥ 1010M� (and adopt a parametrized
occupation distribution to populate their halos with LAEs)
whereas our selection is based on the Ly↵ luminosity and equiv-
alent width criteria of Ouchi et al. (2010).

as random sources in our modelling. If, on the other
hand, these objects consist in a correlated population,
this would introduce an additional bias to the measured
correlation function, that could make the comparison
with reionisation models even more tricky.

In Figure 7, we plot the ACF at z= 3, 4, 5, 6, and
7 (±0.1) for 1 square degree fields. The overall cluster-
ing amplitude increases significantly with redshift, as al-
ready noted by Orsi et al. (2008) and Lacey et al. (2011)
who have investigated the clustering of LAEs and LBGs
with the Durham model. At a fixed limiting luminosity
(LLy↵ > 1042 erg s�1 in the present case), LAEs inhabit
only halos that are massive enough to host such bright
galaxies. Towards higher redshift, these halos are located
in higher density regions and are more clustered compared
to the background matter field.

While clustering measurements of LAEs exist up to

c� 2015 RAS, MNRAS 000, 1–12

Strong variance between  
different realizations 

Individual realizations

z ~ 3

z ~ 4

z ~ 6.6
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Figure 5. Angular correlation functions of LAEs at z = 3.1 (top) and z = 6.6 (bottom) from 500 lightcones in order to illustrate
the e↵ect of cosmic variance on the clustering measurements. Left: Contamination fraction = 0%. Right: Contamination fraction
= 20%. At each redshift, LAEs were selected as in Figure 4.

xi = 1.0 (dot-dot-dashed line). We see that increasing the
contamination fraction in our models, and decreasing the
ionisation fraction in the models of McQuinn et al. (2007),
have a rather similar e↵ect on the ACF1. Indeed, for con-
tamination fractions from fi = 0 to 50 %, the amplitude
of the ACF predicted by our model spans a similar range
as the simulations of McQuinn et al. (2007) with xi = 0.5
to xi = 1. This comparison emphasises the importance
of measuring the ACF over clean samples in order to use
the clustering of LAEs to constrain the evolution of xi

and the EoR.
Furthermore, we have described interlopers only

1 We note that the comparison shown here is purely illustrative
because the models of McQuinn et al. (2007) only assume ha-
los more massive than 7⇥ 1010M� (and adopt a parametrized
occupation distribution to populate their halos with LAEs)
whereas our selection is based on the Ly↵ luminosity and equiv-
alent width criteria of Ouchi et al. (2010).

as random sources in our modelling. If, on the other
hand, these objects consist in a correlated population,
this would introduce an additional bias to the measured
correlation function, that could make the comparison
with reionisation models even more tricky.

In Figure 7, we plot the ACF at z= 3, 4, 5, 6, and
7 (±0.1) for 1 square degree fields. The overall cluster-
ing amplitude increases significantly with redshift, as al-
ready noted by Orsi et al. (2008) and Lacey et al. (2011)
who have investigated the clustering of LAEs and LBGs
with the Durham model. At a fixed limiting luminosity
(LLy↵ > 1042 erg s�1 in the present case), LAEs inhabit
only halos that are massive enough to host such bright
galaxies. Towards higher redshift, these halos are located
in higher density regions and are more clustered compared
to the background matter field.

While clustering measurements of LAEs exist up to

c� 2015 RAS, MNRAS 000, 1–12

- ACF measurement from photometric surveys 
- Fraction of low-z interlopers fi ≃ 0-40%

Ouchi+10, Kashikawa+11, Hu+10

Add interlopers as randomly distributed sources
in GALICS

Need to carefully account for intrinsic 
evolution, fi and CV to use Lyα as 
reionisation tests 

GALICS
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✦ Cosmological simulations of dark matter

✦ Physics of galaxy formation in semi-analytic models

✦ High-redshift galaxies in GALICS

✦ How to generate mock observables from SAMs
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Raw output from SAMs are in "box frame"
(comoving positions, absolute magnitudes etc )

"Lightcone" built from the different snapshots
(e.g. Blaizot+06, Merson+13, Bernyk+16)

Mock field

The'Hubble'U
ltra'Deep'Field'

• ~300h'w
ith'ACS'

(Beckw
ith+06)''

• ACS'FU
V'+'W
FC3'N
IR'

(Bouw
ens+11,2Ellis+13)'

• Chandra,'XM
M
,'Spitzer,'

VLA,'3D2HST,'ALM
A,'…
'

• THE'reference'deep&

field&

Observed field

Lyαfromthefirstgalaxies
359

ftrans–dependsonthedetailedpropertiesoftheHIinoutflows

ingalaxiesattheseredshifts.Thisunderlinesoneofourconclu-

sionspresentedinSection4(alsoseeSection3.1)thatitiscrucial

tounderstandthegaskinematicsintheISM(and/orcircumgalactic

medium)ofhigh-redshiftgalaxiesinordertoinferthepropertiesof

theIGMfromtheobservedLyαflux.

Ourmainresultsregardinggalaxiesduringthelaterstagesof–

andafter–reionization(z!8)requireless(orno)extrapolationto

higherredshifts,andpracticallydonotdependatallontheprecise

underlyingmodeloftheLyαlineshape.Instead,theseresultsrely

onlyonthefactthattheobservedLyαlineshapecanextendto

frequenciesthatliewellbeyond"v∼500kms−1
outtoz=5.5

(Vanzellaetal.2010).

Ithasbeenarguedthatradiationpressureondustgrains–which

inturnarecoupledtotheinterstellargas–providesanimportant

sourceofpressureintheISMofgalaxies,andthattheobserved

outflowsingalaxiesaredrivenpredominantlybyradiationpressure

(seee.g.Murray,Quataert&Thompson2005).Giventhatthehigh-

estredshiftgalaxieslikelycontainedlittledust(seeSection3.3),

radiationpressuremaybelessimportantinthesegalaxies,andout-

flowscouldbeweakenedsignificantly.Interestingly,especiallyin

thesefirstgalaxies,asignificantfraction(∼20percent)ofthetotal

bolometricluminosityofthegalaxyisLyαlineradiation.Ifthisra-

diationis‘trapped’byalargecolumnofHIgas,thentheradiation

pressureexertedbythisLyαradiationitselfbecomesimportantin

drivingtheHIgasout(Dijkstra&Loeb2008b),therebyenhancing

thedetectabilityoftheLyαemission.

4CONCLUSIONS

Thenextgenerationoftelescopesaimtodirectlyobservethefirst

generationofgalaxiesthatinitiatedthereionizationofourUniverse.

TheLyαemissionlineisrobustlypredictedtobethemostpromi-

nentintrinsicspectralfeatureofthesegalaxies.Inthispaperwe

investigatedtheprospectsfordetectingthisLyαemission,taking

accountofradiativetransfereffectsthatarelikelytooccurinthe

ISMofthesegalaxies.

Observedinterstellarmetalabsorptionlines(SiII,OI,CII,FeII

andAlII)inLBGsaretypicallystronglyredshiftedrelativetothe

galaxies’systemicvelocity,whiletheLyαemissionlineisstrongly

redshifted(Section1).Thissuggeststhatlarge-scaleoutflowsare

ubiquitousinLBGs(Shapleyetal.2003;Steideletal.2010).Fur-

thermore,scatteringofLyαphotonsbyHIinoutflowsappearsto

facilitatetheescapeofLyαphotonsfromgalaxies(Kunthetal.

1998;Ateketal.2008;seeSection3.3),andhassuccessfullyex-

plainedtheobservedLyαlineshapesinLyαemittinggalaxiesat

z=3–6(e.g.Verhammeetal.2006,2008;Vanzellaetal.2010).

ScatteringoffoutflowsofinterstellarHIgascanshiftLyαphotons

totheredsideofthelinebeforeitreachestheIGM(Fig.3).At

Figure6.SchematicexplanationforwhyoutflowspromotethedetectabilityofLyαemissionfromgalaxiessurroundedbysignificantamountsofneutral

intergalacticgas.Inthetoppanelagalaxyissurroundedbyalargebubbleofionizedgas,whichinturnissurroundedbyneutralintergalacticgas.Lyαemission

fromthisgalaxyredshiftsawayfromresonanceasitpropagatesfreelythroughtheHIIbubble(asindicatedbythelinecolour).OncetheLyαphotonsreach

theneutralIGM,theyhaveredshiftedfarfromresonancewheretheGunn–Petersonopticaldepthisreducedtremendously(seeequation2).Becauseofthe

reducedGPopticaldepth,somefractionoftheemittedLyαistransmittedtotheobserverwithoutscatteringintheIGM.Inthisdrawing,thethicknessofthe

linerepresentsthespecificintensityoftheLyαradiationfield.Thebottompanelshowstheoutflowssurroundingstar-formingregions(representedbythe

expandingring.Thefarsideisrecedingfromtheobserverandhasalargerredshift,whichisrepresentedbythecolour)canDopplerboostLyαphotonsto

frequenciesredwardsoftheLyαresonance.Inthisscenario,anon-negligiblefractionofLyαcanpropagatedirectlytotheobserverwithouttheHIIbubble.

(Seetheonlineversionofthisarticleforthecolourfigure.)

C⃝2010TheAuthors.JournalcompilationC⃝2010RAS,MNRAS408,352–361
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TAO

Bernyk et al. 2016
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TAO

Simulation database

Web form data query

Image generation

Telescope simulator

Light cone generation

SEDs + Filters

Real time, arbitrary 
parameters

NeCTAR 
ASVO-TAO

“Virtual Laboratory” 

Millennium, Bolshoi, GiggleZ
plus models: SAGE, 
Galacticus, others

Simple (no SQL!)

Almost complete
(Maraston, Conroy, others)

Real time, 
arbitrary parameters

Several SPS models 
(BC05, M05, C09) 
+ dust models

Apparent/absolute mags. 
SEDs redshifted to 
convolve with filters

slide D. Croton

Millennium, Bolshoi,  GiggleZ 
+ SAMs: SAGE, Galacticus 
(+GALICS soon)
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TAO
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TAO

https://tao.asvo.org.au/tao/
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CONCLUDING REMARKS

✦ SAMs are a very powerful/flexible tool to study galaxy formation & test different 
physical models

✦ Computationally cheap (wrt. hydro simulations…)

✦ Mock observables widely used to interpret observations & make predictions for 
extragalactic surveys

✦ Successful at reproducing many observations… but not all…
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